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Preface

The tremendous developments in power electronic
switches, sensors and supporting embedded control
products during the past 25 years have spurred many new
control techniques and machine designs that are at the
heart of modern electric drives. As a result, electric drive
systems are being utilized in new applications that were
once the bastions of other technologies. To mention just
one, automotive traction drives in the form of electric
vehicles is opening up a vast new area electric drive usage,
which until now had been the domain of internal
combustion engines. It has been reported that 50% of all
electric power was utilized by electric drive until recently.
This figure is poised go up further in future. This trend has
been possible through the intense research and
developments in many closely related areas, contributed by
many individuals working on power electronics, motor
design, magnetic materials, non-linear control and observer
techniques, sensing techniques, embedded integrated
circuits and so on. The research community involvement is
enormous, as evidenced by the high growth of conference
journal publications, led by many institutions, universities
and industries. This book has tried to embody these recent
works in a way that, hopefully, will be useful to new
researchers in electric drive systems in universities and
industries, in addition to those application engineers who



may need to keep abreast of the present state-of-the-art in
electric drives. The potential readership is also expected to
be senior or postgraduate students at universities and
engineers engaged in developing more advanced electric
drive in the future.

The content of this book was selected with a view to not
only describing the elements and subsystems of electric
drive systems but also describing some of the developments
in electric drives in recent years, such as mechanical
sensorless control in order to remove a potentially weak
link in a drive system, multiphase machines in order to
improve the reliability of some critical applications, and
concentrated winding machines which are displacing
distributed winding machines where compact design, high
power density, wide field-weakening or constant power-
speed range and ease of manufacturing are important. A lot
of content has been devoted to the control of the
permanent-magnet synchronous machine, owing to the
growing application of this type machine. Chapters of the
book have been contributed by many renowned
researchers/academics from Europe, USA, South Korea,
India, Australasia and senior scientists from industries like
ABB and Danfoss A/S.
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have done a tremendous job in keeping the authors meet
certain deadlines and in proofreading the chapters
thoroughly. I cannot thank them enough for pushing all
preparations for the book along. We would also like to
thank our respective families (Raihana Rahman and Alka
Dwivedi) for their patience and support throughout our
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Foreword

High-efficiency and high-performance electrical machine
drives are widely used for applications in industrial,
commercial, transportation, domestic, aerospace and
military environments. Such applications are particularly
important in the recent years for environmentally clean
renewable wind energy generation systems and electric
vehicles that help to solve climate change problems. This
book, edited by Drs. M. Faz Rahman and Sanjeet Dwivedi,
is an extremely important contribution and has appeared in
right time. Dr. Rahman is well-known in the world for his
research contributions in power electronics and motor
drives. Dr. Dwivedi is an emerging scientist with
tremendous amount of talent and industrial experience.
This book is basically a state-of-the-art comprehensive
review of electrical machines and drives, and covers
practically all the aspects of modern technology in this
area. The book has altogether seventeen chapters which
are contributed by well-qualified contributors that include
the editors. The dynamic modelling, simulation and control
of all types of machines have been covered that include DC,
induction, permanent magnet synchronous (PMSM) and
switched reluctance machine (SRM) drives that are excited
by modern two-level, three-level and matrix converters. The
whole subject has been treated in a balanced way between
the theory and practical applications which are extremely



important for the readers. Both three-phase and multi-
phase machines have been considered. All the advanced
control techniques, such as vector control, DTC or direct
torque and flux control (DTFC), and the recently emerging
model predictive control (MPC) have been discussed.
However, the classical scalar control methods which are
getting obsolete have been excluded. The sensorless
control with estimation of model-based signals, hardware
and software for digital control implementation, and
performances with simulation and experiment have also
been included. The organization of the topics and
presentation style are unique and extremely helpful for self-
study of this complex subject. No such book is currently
available in this area. Needless to say that the book is
extremely important as a reference for researchers in
motor drives and continuing education of industrial
engineers. Selected materials of the book can also be
taught in undergraduate and graduate courses.

Dr. Bimal K. Bose, IEEE Life Fellow

Emeritus Chair Professor of Electrical Engineering

(Formerly Condra Chair of Excellence in Power Electronics)

Member, U.S. National Academy of Engineering

Department of Electrical Engineering and Computer Science

The University of Tennessee, Knoxville
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Chapter 1 
Introduction to electric drives

Muhammed Fazlur Rahman
1

1Energy Systems, School of Electrical Engineering and Telecommunications,
The University of New South Wales Sydney, Australia

1.1 The role of motor drives in

modern industry and energy usage

Electric drives occupy a central role in many industrial
processes and equipment. These continue to become
ubiquitous every day, as more and more applications
become highly automated, controlled precisely and
efficient. There are many processes that benefit form
continuously controllable drives. Material processing,
handling, transportation, mining, rolling mills, machining
centres and guidance systems are a few of the examples in
which continuously variable speed is virtually indispensable
nowadays. These processes also strive for higher control
accuracy in order to deliver products the specifications of
which are much tighter than before. The control accuracy
must also overcome disturbances arising from supply
conditions to the drive converter and load conditions
applying on the drive shaft. Recently, electric drives are
intruding into the main traction/motive element of vehicles,
which for a long time has remained as the bastion of



internal combustion engines. This may lead, potentially, to
a huge expansion of application of electric drive systems.
The use of drive systems for wind power conversion
equipment is another application which is also opening up a
new and large application area for electric drive systems.

It can be stated with confidence that the age of fixed
speed motor drives is coming to an end in not too distant
future. Continuously variable-speed drive systems allow the
inflexible motor torque-speed characteristics of fixed speed
drives to readily match with the characteristics of load.
This is an attribute that is unmatched and unsurpassed by
any other variable speed systems. The use of inverter-
driven variable speed drives in air-conditioning systems, in
household, offices, factories, pumping installations and in
aircrafts has led to huge savings of energy. Many more
applications are poised to benefit in terms of efficiency
from the use of electric drives ranging in power from a few
watts to a few megawatts, in speeds from a few revs/min to
100s of krevs/min. The vast application areas mentioned
above require many different types of motors, associated
appropriate power converters and controller designs. This
book is an attempt to encompass the description of some of
elements in electric drive systems.

The elements of an electric drive system are drawn from
a number of disciplines as indicated in Figure 1.1. At the
heart of an electric drive is the electric motor (AC, DC,
switched reluctance and so on), the understanding and
design of which stem from electromagnetic and machine
theory. Design for certain steady-state performance in
terms of cogging and developed torque, speed range and
efficiency, and for meeting the requirements of an
application are addressed increasingly through elaborate
and very sophisticated design tools based on finite element
analysis techniques. The dynamic performance of the
machine and operating speed are addressed to some extent
in this process; however, power electronic converters and



control theory (real-time discrete control) have a large role
to play in this. The representation of the load requires some
basic understanding of mechanics for applications with
fixed mass or moment of inertia. However, for more
complex applications in robotics, multimachine drives with
rotation in more than one axes requires deeper
understanding of mechanics and mechanical system
modelling.

Figure 1.1 Elements of an electric drive system

The accuracy and bandwidth of sensors for sensing the
applied voltages and currents to the motor, and the speed
and position of the motor shaft also have important
influence on the dynamics of the drive system. Isolated
voltage and current sensors using the Hall and, recently,
magneto resistive effects have delivered high voltage and
current-sensing capabilities with galvanic isolation and
high bandwidth. In some applications, speed and position
sensors are a burden and a weak link in a drive system, not
to mention their costs and requirement of secure and
reliable housing. While voltage and current sensors can be



located inside the converter cubicle, which is sometimes at
a distance from the motor, cables from shaft sensors to the
cubicle that houses the converter and controllers may be a
serious issue for some applications. Often certain signals
cannot be sensed, such as the air gap or rotor flux linkage
and machine resistance. Elaborate model-based observers
are used for obtaining these signals. Elimination of shaft
position and speed sensors entirely and obtaining these
signals using a variety of techniques which use analyses of
the sensed voltages and currents to the motor are being
aggressively developed.

Converter-driven drive systems which are connected to
the AC grid for their power supply or inject power into the
AC grid tend to inject harmonics into the grid, which in
turn affects the performance of the motor drive. The
topology and control of converter systems can mitigate this
utility interaction to a large extent, at the cost its increased
complexity of the converters and their controls. Figure 1.2
shows the typical arrangements of the elements of a drive
system in which the motion references in terms of speed,
position, torque and so on are available from a supervisory
system that generates these references according to the
requirements of the process that is driven by the drive
system. In a machine-tool-drive system, often several
machines with the drive structure of Figure 1.2 are
simultaneously coordinated and driven with references that
specify the motions of each drive. The accuracy and
dynamics which the drives achieve determine the quality of
the machined product and the productivity of the process.



Figure 1.2 Typical structure of a variable-speed-drive

system

1.2 Controller hierarchy for electric

drives

From the fundamental laws of motion, the traditional
structure of controller arrangements follows the
hierarchical structure indicated in Figure 1.3. The
acceleration (torque), speed and position controllers are
embedded within progressively faster and decoupled
control loops, whereby the controllers of each section can
be designed and tuned to address the local indices and
limitations of current (torque), speed and position without
consideration of the other controllers. The innermost
controller is for torque, the reference for which is the
output of the speed controller. The reference for the speed
controller is the output from the position controller, if any.
The speed reference also specifies the rotor/air-gap flux; it
is normally at the rated level for all speed below base speed
and reduced (field weakening) for speed that are higher
than base speed. The control bandwidth of each stage is six



to ten times faster than the preceding stage, leading to
decoupled control. This practice is advantageous to
application engineers who install and maintain the drive in
an application.

Figure 1.3 The hierarchical controller scheme from

Newton’s laws of motion

Figure 1.4(a) and (b) depicts the drive structure for DC
motor drives with pulse-width modulated converters for the
armature and field circuits. For motor drives up to a few
kW, permanent magnets may be used for filed excitation,
leading to considerable reduction of motor size and
additional windings that allows better decoupling of the
torque producing (armature) currents and the rotor field,
resulting also in improved operational features. In this
case, Converter 2 is not required, and the drive speed is
limited to base speed that occurs for the rated armature
voltage applied. Most DC servo motors have this structure.
For larger power capacity DC drives, thyristor converters
are used for both armature and field circuits. A mains-
frequency (50 or 60 Hz) input transformer is often required
to match the motor rated voltage with the utility AC input
voltage for operation of such drives. In order to address the



utility interaction, the AC–DC converter, which makes
available the DC voltage source to the pulse width
modulation (PWM) converter 1, is normally a PWM rectifier
allowing unity power factor rectified DC supply for the
PWM drive. This calls for an additional converter, unlike
the case for naturally commutated thyristor converter-
driven DC motor drive. Mitigation of utility interaction for
thyristor converter-driven DC motor drive in larger
capacity is often addressed through the use of multiphase
converters with pulse number higher than 6.





Figure 1.4 (a) PWM drive structure DC servo motor drives

and (b) thyristor converter-driven DC motor drive

with a field weakening converter

The converter and controller structure for a three-phase
AC motor drive is indicated by the concise Figure 1.5,
which includes similar hierarchical speed and
torque/current controllers of Figure 1.3 or 1.4. For such
drives, the decoupled torque and rotor flux controls are
exercised through the inverter by establishing torque and
flux-producing current both supplied by the same inverter.
This calls for motor voltages and currents to be
transformed to quadrature synchronously rotating
reference frame (for the AC induction motor) or the
quadrature rotating frame that rotates as the same speed
as the rotor. These transformations have an intermediate
quadrature stage, called the αβ reference frame which is
stationary. The two stage transformation leads to vd, vq, id
and iq variables that are DC quantities when the motor runs
at a constant speed.





Figure 1.5 (a) The RFOC scheme of an AC motor drive and

(b) the DTC/DTFC scheme of an AC motor drive

The torque and rotor flux references produced by the
speed controller may be regulated in two ways. In one, the
torque and flux references are converted into current
references for iq and id, respectively, using machine
parameters which may vary with operating condition, and
these currents are then regulated in the synchronous (for
AC Induction) or in the rotor reference frame (for AC
Synchronous) machines. Control of torque and rotor flux
via decoupled currents, id and iq, is the so-called rotor flux
oriented control (RFOC) of Figure 1.5(a). It requires low-
noise digital rotor speed/position sensors that have far
higher resolution, accurate and bandwidth than DC
analogue tacho-generators and position sensors. The dq

current controller outputs are then used with some
feedforward speed-dependent compensation to produce the
voltage references for the PWM inverter/motor. The delay
due to the PWM current controllers and the requirement
for the digital shaft position/speed sensor in this scheme is
unavoidable. The variation of parameters, such as rotor
time constant and q-axis inductance of an AC machine
normally calls for parameter observer techniques to be
employed, so that the current references can be computed
correctly and accurately, online.

In another scheme, feedback signals of the torque and
rotor flux are obtained from the machine model using only
the measured voltages and currents of the AC machine,
without requiring the sensor on the shaft. Variation of
machine model parameters affect the accuracy of the
torque and flux observers, calling for refined observers of
machine parameters, torque and rotor flux. These
observers also produce rotor speed and position
information which may be used for sensorless control. This



is the so-called direct torque control (DTC) and direct
torque and flux controls (DTFC) of Figure 1.5(b). Because
of no requirement of speed or position signals from the
motor shaft, transformation of voltage and currents to the
synchronous/rotor references are not necessary.
Furthermore, torque and rotor flux can be controlled
directly via closed loops using computed signals of
feedback torque and flux.

1.3 Quadrant operation of a drive and

typical load torque

The torque – speed characteristic of the load – largely
determines the machine, converter, and controller
selections for the drive system. Figure 1.6 indicated three
typical load characteristics, namely viscous friction,
traction and compressor loads indicated by 1, 2 and 3,
respectively, in Figure 1.6. Applications requiring operation
in both forward and reverse directions entail some
simplifications for DC motor dives. For AC motor drives, a
three-phase inverter will cover operation in all four
quadrants.



Figure 1.6 Torque-speed characteristics of asynchronous

type motors and loads

Torque and speed characteristics for motor for
asynchronous machines, such as AC induction and DC
machines are also shown in all four quadrants in Figure
1.6. Motor and load characteristics for the types of loads 1–
3 duplicate in quadrants 1 and 3. Machines are operated
regenerative quadrants Q2 and Q4 for rapid dynamic
response, which also results in energy savings if the input
converter circuit permits it.

The load torque-speed characteristics are easily
represented by a linear equation, such as  for load 1,
a constant-power equation such for load 2, and a
parabolic equation like  for load 3. Load T–ω

characteristics are normally available from the application,
and these can be represented numerically using
approximating equations. Unidirectional fixed load torque
occurs in hoist and lift loads, which are represented by a
fixed term. Some loads have static friction, such as



indicated in Figure 1.7(a) and (b). In general, a typical load
may exhibit combinations some of the above simplified
representations as indicated by Figure 1.7(c). For all types
of loads, the motor T–ω characteristic must cover it in
terms of their maximum values, in dynamic and steady
states. Furthermore, the machine and load characteristics
within the maximum operating boundary must have stable
operating point. The converter must also have the required
ratings in terms of voltage and current, and its T–ω

characteristic should match closely with the load T–ω

characteristic in order to optimize the machine size for the
load that the motor is required to drive.

Figure 1.7 Loads with combinations of static and other

frictions

1.4 Power switch and integrated

control devices for drive systems

There have been tremendous strides in the voltage and
current capacities, switching frequency and many other
characteristics of switching devices used in drive systems.
This trend is spurred by the need to increase the efficiency
and control dynamics of drive systems at all power levels.
Gate drives and interfacing circuits, modulators and
sensors have followed this trend. Controller platforms in



terms dedicated microcontrollers, digital signal processors
and field programmable gate arrays have been evolving at
a rapid pace. Recent developments and availability of wide
band-gap switches such SiC and GAN devices indicate
much improved drive performance in the near future. Many
very powerful modelling platforms are also becoming
available that allows drive system evaluations in many
aspects at the design stage, before it is physically tested.

1.5 Overview of chapters

This book is a compilation 17 chapters, including this
chapter, Introduction to Electric drives. Attempts have
been made to cover the major types of motor drives widely
used in industry and several aspects of new developments
in machines, sensors drive control systems. Whenever
possible, recent developments in converters, machines and
control techniques have been sourced from eminent
contributors to the topics. The main aim has been to cover
motor drive technology for DC, AC and switched reluctance
motors. The underlying effort is to combine the existing and
recent developments in drive systems for the benefit of new
researchers and engineers who aim to specialize in this
area.

The basic elements of electric drive system are
introduced in Chapter 1. The knowledge base comprising
several disciplines that interact and encompass the
selection of diverse components that go into a drive system
for an application are brought out. Typical drive structures
and control hierarchies that guide the designer to build an
inherently reliable and well-protected drive system are
discussed here. The multitudes of relay sequencing and
outer protection mechanisms that surround a drive are not
included however. These are application-specific issues
best learned in application environments.



Chapter 2 gives an overview of machines for application
over the full range of power spectrum. Steady-state torque-
speed boundaries in all four quadrants within and above
the base-speed for the major types of conventional DC and
AC machines are introduced first, followed by the dynamic
models of these machines. A limited, by no means
complete, analysis of the two dominant types of AC
machine (the AC induction and synchronous) dynamics is
included with a view to guide the reader to appreciate the
necessity for transformations of voltages and currents and
flux linkages of a three-phase machine to one of the
rotating axes, in order to appreciate how current controls
are used for controlling the torque and flux linkages
independently of each other. The logical control structures,
the rotor flux-oriented control, for these machines then
follow for each machine type. This is followed by a brief
description of sensor technologies and associated
hardware. Finally, an overview of recent developments in
the AC induction and PM synchronous machines is
included.

Chapter 3 presents the most popular DC–AC inverter
topologies, namely, the two-level and three-level NPC
inverter, used for the electric drives. It covers the
sinusoidal PWM (SPWM) and Space vector PWM (SVPWM)
methods for the two-level and three-level NPC inverters.
The emphasis is given to the implementation aspect of
these PWM methods. It is shown that the SVPWM method
can be implemented in the same way as the SPWM method
with small modification in the sinusoidal reference signals.
The neutral-point voltage balancing issue associated with
the three-level NPC inverter is discussed. A popular method
for balancing the neutral-point voltage is also discussed.

Chapter 4 covers DC motor drives. Steady-state and
dynamic models are treated in detail first, before
introducing single and three-phase thyristor and PWM DC–
DC converters which are widely used for high and low-



power DC motor drives, respectively, The inner current
control loop design technique and its tuning using the
Ziegler–Nichols step-response technique is introduced.
Power quality issues are then addressed via control of
front-end rectifier current shaping techniques. Several
simulation results for thyristor and PWM DC–DC converter-
driven DC motor with power factor corrected front end
rectifier are included.

Control of the synchronous machine has been spread
between Chapters 5 and 6 because of the enormous
advances that has taken place in the analysis and control
techniques associated with this motor. Chapter 5 covers
several types of controllers which address issues of
efficiency and controller design. This chapter also includes
a suite of simulations on dynamic system modelling
supported by experimental results.

Chapter 6 starts with a review of vector or RFOC control
techniques for permanent magnet synchronous machines
and then focuses on trajectory controls for high efficiency
and field weakening while maintaining current voltage
limits of the motor. The maximum torque per ampere and
field-weakening control trajectories and their dependencies
on machine parameters are described. Both Chapters 5 and
6 briefly introduce sensorless control, without including
any analysis and performance evaluation of the several
available techniques of sensorless control, leaving this to a
latter Chapter 14.

The brushless DC motor has construction simplicity and
reduced sensor cost compared to a PMSM. As a
consequence, it is used in a wide range of applications.
Chapter 7 includes full analysis and a dynamic model of
this motor in the dq reference frame, taking into
consideration the non-sinusoidal back-emf of the machine.
A pseudo vector control (RFOC) is described which leads
generation of current reference which leads to substantially
reduced torque ripple compared to the conventional



trapezoidal phase current control. It has also been shown
that field-weakening operation can be easily adopted in this
pseudo RFOC.

Chapter 8 gives a comprehensive analysis of the
switched reluctance motor drive, starting with machine-
inductance waveform, the required current waveform, its
converter and shaft interfacing requirements for speed and
current control. This chapter is supplemented with several
examples of emerging application in drives for appliances
and electric vehicles.

The treatment of the DTC technique for induction
machines, which emerged after RFOC in the late 1990s for
this machine, is included in Chapter 9. The basic of the
DTC concept is presented first with representation of how
stator voltage vectors applied via an inverter controls the
direction and amplitude of the stator flux vector with
respect to the rotor flux vector. Several techniques of
varying complexity for estimation of stator and rotor fluxes
are also included, followed by simulation and experimental
results of torque responses and accuracy.

This chapter describes the DTC technique for PM
synchronous machines. It starts with a brief review of the
context in which DTC stands, including the underlying
theory (which had existed prior) and methods that have
been used to apply DTC to permanent magnet synchronous
machines. Some comparative evaluations are included with
a view to help researchers and engineers to further develop
the method and apply it to high-performance PMSM drives
in various applications.

Chapter 11 is on DTC for matrix-converter-driven
interior permanent magnet synchronous machine drive. It
starts with a brief overview on the fundamentals of matrix
converter followed by the implementation of bidirectional
switches for matrix converter. Two current commutation
strategies based on input voltage sign and output current
direction, respectively, are presented in this chapter. Some



other practical issues of matrix converter are also
discussed in this chapter, in terms of input filter design and
over-voltage protection. Different modulation strategies for
matrix converter are briefly reviewed in this chapter.
Among these methods, the indirect space vector
modulation is demonstrated by considering the matrix
converter as a two-stage converter, rectifier and inverter
stages. The open-loop and closed-loop input power factor
compensation schemes are presented followed by the DTC
schemes for matrix converter drives.

Chapter 12 describes how to implement an online
identification method for induction motors within a field
oriented control by using least square (LS) methods. It first
describes the development of an experimental rig by a step-
by-step approach, where the different components of the
set-up are described to enable readers to have a reference
on their own. The LS online identification technique has
been explained for its implementation. The LS permits
easily the online parameter estimation by non-invasive real-
time measurements of voltages and currents but requires a
suitable signal processing, which has been fully described.
Some experimental results have been shown to prove the
flexibility of the experimental rig to estimate and validate
the parameters under different magnetic conditions.

Chapter 13 reviews the available sensorless induction
motor control techniques with focus on indirect rotor-flux-
oriented control. It is pointed out that although sensorless
induction motor control today is a mature field, there are
still some openings for further research. The importance of
obtaining complete stability with an estimator which
eliminates the sensitivity to the stator resistance is
discussed. The difficulty of achieving stability in the
regeneration region of such estimators is also mentioned. It
is noted that although the rotor resistance does not affect
the field orientation in a sensorless drive, it does affect the
accuracy of the speed estimation. Rotor-resistance



adaptation for a sensorless drive is mentioned for future
work.

Chapter 14 presents several key rotor position and
speed-estimation methods used in sensorless permanent
magnet synchronous motor drives. It bring out that open-
loop back-emf estimation from impressed stator voltages
and measured currents leads to extreme sensitivity to
machine parameters and inverter non-linearities, especially
at low speed. Closed-loop observers built on machine
models which do not take into account parameters are far
better; however, these still suffer from the same factors.
The chapter then describes the techniques based on high-
frequency injection of currents on the fundamental input
excitation, which covers wide speed range including zero
speed. This is followed by some coverage on a new method
which used current derivative measurements during PWM
excitation. Several simulation results comparing the
strengths of these techniques are included.

The application of model predictive control technique to
a 2-level inverter-driven induction motor is described in
Chapter 15. The state space model of the IM and inverter is
discussed first. The basic principle of predictive torque
control and its application on IM drive is presented in
detail. The systematic process of finding the cost function is
explained. This process can be used for incorporating other
objectives in the cost function if required. The complexity
of the PTC algorithm, in terms of computational burden and
cost function design, is no longer an issue for a specific
objective as shown in this chapter. Experimental results
illustrating the finite-state predictive torque control
algorithm and yielding good performance in terms of
torque and flux ripple, stator current total harmonic
distortion, robustness against load torque disturbance, step
torque response and step speed response are presented.

Variable-speed AC drives are nowadays based on three-
phase electrical machines fed by power electronic



converters acting as power interface between the electrical
machine and AC or DC power sources. Nevertheless, in the
last two decades, the multiphase electrical drives have
become an interesting alternative for particular
applications. However, the application of multiphase drives
is still limited, mainly due to their complexity and control
that somehow make them more difficult to handle with
respect to the conventional three-phase counterparts. The
work presented in Chapter 16 intends to be a useful tool to
disseminate the fundamental concepts of multiphase drives
to students and application engineers.

Fractional-slot concentrated-wound AC machines have
undergone intensive research and development recently
due their compactness, ease of manufacturing and
maintenance, and low cost compared to conventional AC
machines. Many new applications in appliances, electric
traction, and aerospace industries are already possible.
These machines pose some control challenges due to the
high number of poles, which can be taken advantage of in
gearless drives, and the non-sinusoidal nature of its stator
mmf. Chapter 17 is focused on the design and performance
aspects of the fractional-slot concentrated-wound
machines.

List of symbols

T Torque in Nm
ω Rotational speed in rad/s
θ Position of rotor is rad
va, vb, vc Stator voltages
it Torque component of current
if Flux component of current
Φ Flux linkage
ia, ib, ic Stator currents



ωr
Rotational speed

Glossary of terms

RFOC Rotor-flux-oriented control

PWM

The pulse width modulation (PWM) technique
which involves varying reference signal for
generation of switching signals for inverter
switches

Sinusoidal

PWM

(SPWM)

The pulse width modulation (PWM) technique
which involves sinusoidal varying reference
signal for generation of switching signals for
inverter switches

SVM Space vector modulation
SVPWM Space vector pulse width modulation technique
IPMSM Interior permanent magnet synchronous motor
Multi-level

inverter

An inverter which has more than two levels of
voltage in the output

Power

electronic

converters

AC–DC or DC–DC or AC–AC converters using
power electronics switches, i.e. thyristors,
IGBTs, MOSFETs

Inverter
A switching circuit used for generation of AC
voltage waveforms

NPC Neutral point clamp inverter
DTC Direct torque control
DTFC Direct torque and flux control
DSP Digital signal processors
WBG Wide bandgap devices
GaN Gallium Nitride switch device
THD Total harmonic distortion
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2.1 Introduction

This chapter is meant for researchers who may be looking
for brief overview of electric machines, dynamic models
and sensors that are used in electric drive systems. An
attempt is made to point to new developments in machines
and sensors and also to what is available currently in
modeling techniques for drive systems. This may help the
reader to appreciate the more elaborate and in-depth
coverage of topics that subsequent chapters include.

2.2 Electric machines and torque–

speed (T–ω) boundaries



From an application view point, the steady-state T–ω

boundaries that prevailing electric machines offer is the
first step in considering a drive motor for the application at
hand. Issues of cost, controllability, dynamic performance,
sensor bandwidth, maintenance, operating temperature,
efficiency, expected drive system life and converter choices
are then taken into consideration.

The T–ω boundaries of several types of electric machines
that also lend themselves to highly dynamical control are
indicated in Figure 2.1. For a long period of time prior to
the development of fast power semiconductor switches in
the form of MOSFETs and IGBTs since the 1980s, the DC
machine (DCM) was the main type of machines applied to
applications in the 160 kW to sub-kW power range covering
speeds around 6,000 rev/min in the low power range to a
few 100 rev/min in the high power range. Thyristor
converters were the main available switches during this
period, which meant that achievable control dynamics,
especially at the higher power end, was modest. At the low
power end however, the DC servo motor offered many
design innovations in terms of very low inertia in the form
printed armature and pancake type structures that offered
very high dynamic response at the low power end. With the
advent of fast semiconductors of high power handling and
high-speed signal processing capabilities, the squirrel-cage
induction machine offered a wider torque and speed range
with high dynamics. The last attribute, i.e., highly dynamic
control, achievable with this rugged, cheap and ubiquitous
motor became possible with two notable developments,
namely, the rotor-flux-oriented (vector) control and the
direct torque control techniques in the 1980s and 1990s.
These developments allowed the scquirrel cage induction
motor (SCIM) to increase its application areas and the
terms “industrial workhorse” was, and still can be aptly,
applied to SCIM drives. The lack of efficiency and low



power-to-weight ratio of the SCIM were the main
drawbacks that are being overcome with permanent
magnet synchronous machines (PMSMs). This latter
category of AC machines has rotor magnetic excitation via
high energy-density permanent magnets which are not very
expensive. As a result, PMSMs with various stator and
rotor designs now offer highly efficient and high power-to-
weight ratio machines with high dynamic capability at a
reasonable cost. It is interesting to note virtually all electric
vehicles and wind turbine-driven generators at
multimegawatt power range are adopting this motor.



Figure 2.1 Power–speed boundaries of available electric

machines

The high power range of applications covering multi-
megawatt drives in large power applications, not including
PMSMs of similar power capacity for wind energy systems,
are still applications which are better served by the salient-
pole and non-salient pole synchronous machine, SPSM and
NSPSM, respectively. The cost of magnets vs. efficiency
gain issues play important roles in this choice.

2.3 T–ω characteristics within torque–

speed boundaries

For each of the motor types indicated in Figure 2.1, the
torque–speed characteristics for each type are also of
importance is some applications. Some applications, such
as generators for wind turbines and machines for large
pumps and compressors do not require significant speed
range over the machine base speed. For other applications,
especially in coilers and rolling mill applications, some
speed range above base speed with constant power is
required. This is normally arranged by weakening the air
gap or rotor field via field weakening. The required T–ω

characteristics of such drives are indicated in Figure 2.2.



Figure 2.2 Torque speed and power requirements of typical

traction drives (e.g., electric vehicles and trains)

and coilers in paper, textile and other mill drives

Typical T–ω characteristics of asynchronous type
machines (DCM and induction motor (IM)) indicated over
several speed regions with and without field weakening in
quadrant 1 are indicated in Figure 2.2. These
characteristics are reversible in quadrant 3 and extend into
the regenerative quadrants 2 and 4 with similar slopes. The
more droopy characteristics at high and low speeds are due
to weakened field and due to voltage drop in the
stator/armature/rotor resistances, respectively. While the



effect of field weakening on speed droop with shaft torque
is an inherent machine characteristic, the latter can be
compensated via estimation of parameters in DC and IM
drives. It should be clear that the torque–speed
characteristics of Figure 2.2 are normally found from
steady-state representation of the machine. The reader is
assumed to be familiar with this method of analysis.

For meeting the steady-state requirements of a drive,
the superposition of load and machine torque–speed
characteristics leads to appropriate selection of the motor,
the converter and controller selections. For meeting the
dynamic performance requirements, controller design has
to be approached via the use of dynamic models of the
drive.

2.4 Dynamic models of machines and

simulation

This section presents dynamic models of DC, AC induction
and synchronous machines, based on which controllers are
designed.

2.4.1 Dynamic model of DC machines

The dynamic model of the separately excited DCM is rather
simple, mainly owing to the commutator and brush
assembly which leads orthogonal fields produced by field
(in stator) and armature (in rotor) windings.



For machines with fixed excitation, such as with permanent
magnet excitations, the developed torque T and back emf
are determined by the speed and armature current ia,
respectively, and armature voltage to speed transfer
characteristic is represented as in Figure 2.3. The motor is
driven with an inner current (or torque) regulator as
indicated in Figure 1.4(a) and (b) in Chapter 1, up to the
base speed when the armature voltage va reaches the
machine-rated voltage which is also determined by
maximum the DC voltage which the converter can supply to
the armature. Applications requiring operation at higher
than the base speed reduces the field current if according
to the speed reference. The inner current controller is
designed to have a bandwidth significantly higher than the
speed controller but lower than the bandwidth achievable
with rated voltage applied to the machine with field
excitation reduced to zero (stalled condition). Some
compensation for the machine back emf as a feed forward
signal to the voltage reference generator for the power
converter during normal operation is normally used to
enhance the transient response of the current control loop
(see Figure 2.4).



Figure 2.3 Voltage to speed transfer characteristic of a DC

motor

Figure 2.4 Armature current controller for a DC motor

drive

Figure 2.5(a) and (b) illustrates the armature current
dynamics of a DC motor under a unit step reference. The
armature current settles at its reference value within the
predefined settling time, 8 ms, in both of simulation and
experiment.





Figure 2.5 Step responses of armature current of DC motor

(a) simulation, (b) experimental and (c) speed

response under speed reversal, with PI controllers

2.4.2 Dynamics model of synchronous

machines in rotor reference frame [1]

The synchronous machine model that allows the developed
torque and air gap flux to be related to currents supplied
from a converter is based on the representation of machine
variables (voltages and currents) and machine fluxes in an
orthogonal rotor dq frame. In this frame, the d-axis is
aligned with the rotor d-axis indicated in Figure 2.5. The
advantage of this representation is the fast and decoupled
controls of torque and flux linkage via fictitious currents iq
and id in q and d axes, the so-called rotor flux-oriented
(vector) control technique.

The general stator to rotor transformation is given by

in which fa–fb represent stator voltages, currents and flux
linkages, fd–fq represent these variables in the rotor dq

frame and θ is the rotor position in electrical radians.

2.4.2.1 Machine inductance and flux

linkages



By referring to the geometry of the typical synchronous
machine of Figure 2.6, the self-inductance of the phase
windings can be assumed to vary sinusoidally with rotor
angular position, as indicated in Figure 2.7 for phase “a”
winding. It is assumed that these are similar for the other
two phases, except for the phase shift of 120° electrical,
from each.

Figure 2.6 Synchronous machine geometry and stator and

rotor windings



Figure 2.7 Stator winding inductance variation with

angular position

Thus, the self-inductances are

where the maximum and minimum values of the inductance
with the help of LA and LB are indicated in Figure 2.7.

The mutual inductances between the phase and the
rotor windings can also be written as



The flux linkages of phase a, b and c windings, in terms of
inductances, phase currents and rotor excitation, are given
by

By transforming flux linkages λa, λb and λc to rotor dq axes
using the transformation of (2.4), stator flux linkages along
the d and q axes are



where ψf represents the stator flux winding linkages due to
rotor excitation, hereafter assumed to remain constant, as
in a permanent magnet (PM)-excited machine. Ld and Lq

are the inductances of fictitious stator windings in the rotor
dq axes, id and iq are stator currents represented in the
rotor dq frame and ω is the rotor speed expressed in
electrical rad/s.

2.4.2.2 Voltage equations

Voltage equations of phases a, b and c can be written as

By transforming voltages va, vb and vc to rotor dq axes
using the transformation of (2.4), stator voltages of the
fictitious windings in d and q axes are

where 
Finally, the developed power of the machine is given by

The developed mechanical power is given by the second
term on the right hand side. Thus, the developed torque of



the machine is given by

The inductance difference Ld–Lq is a measure of the
saliency difference, saliency being defined as , of the
rotor magnetic circuit. The second term in (2.18) is the
reluctance torque which adds to the net developed torque
with proper sign of the d-axis current. For synchronous
machines with permanent magnets buried within the rotor,
Lq>Ld, so that negative id, which leads to field weakening
according to (2.11), results in net increase in the developed
torque from exploitation of the reluctance torque derived
from saliency.

2.4.2.3 Rotor flux-oriented control

(RFOC) or vector control [2,3]

The torque equation (2.8) is nonlinear due to product to
variables; however, incorporation of certain control and
operational characteristics and boundaries, like maximum
torque per ampere (MTPA) control and field weakening
with current and voltage limits (see Chapter 7 for further
explanation), can lead to separate control of torque and
flux linkage using currents iq and id, respectively, as
indicated in Figure 2.8.



Figure 2.8 Control structure of a synchronous machine

With rotor position feedback signal θ, via an encoder, for
example, stator currents ia–ic can be transformed into iq

and id in the rotor reference frame using (2.4). The
compensated speed error produces the torque references
which in turn are separated into q and d axes current
references,  and , according to specified operating
characteristics and control objectives mentioned above and
in Chapter 7. Current reference  and takes into account
the d-axis current as a function of speed when field
weakening is included.

Regulations of iq and id currents, which are obtained
from measured currents ia–ic and transformed to their rotor
value using transformation (2.4), are done by respective
controllers Gcq and Gcd (usually proportional and integral
(PI) controllers designed using stalled condition, as
indicated in Figure 2.4) and back-emf compensation for
each loop according to rotor speed. The compensated
current errors are augmented with voltage compensations



based on voltage equations (2.15) and (2.16) and as
indicated in Figure 2.9 (the voltage drops in resistances
and inductances Ld and Lq are normally ignored). The
outputs of the current controllers are the voltage
references  and  for the inverter. These voltage
references are retransformed into stator voltage references

 using inverse d–q transformation of (2.4), for the
pulse-width modulation (PWM) inverter.

Figure 2.9 Current controllers for iq and id, with speed-

dependent back-emf compensations

The decoupling compensation results in faster dynamics
of current and hence torque control. Figure 2.10(a) shows
the simulation results with and without the decoupling
compensation term included in the current control loop. In
this simulation, all the parameters of the current
controllers and operating conditions of the motor remain



the same. It can be seen from Figure 2.10(a) and (b) that
the errors of the d-axis and q-axis currents during the
transient are greatly reduced, and the steady- state
performance of the controllers is the same after the
decoupling compensation.





Figure 2.10 Dynamic performance of current control of a

PMSM without decoupling: (a) with the decoupling

compensation and (b) without the decoupling

compensation

2.4.3 Dynamic model of induction

machines in synchronous reference

frame

As for the synchronous machines, the induction machine
can be controlled with dynamics and fast decoupled control
of torque and rotor flux linkage via two currents iq and id,
which are expressed in an orthogonal dq axes which rotate
at synchronous speed. An induction machine has three
stator windings and three rotor windings, real or
equivalent, which rotate with a slip. It has been shown that
transformation to the synchronously rotating orthogonal
frame leads to the desired decoupling between d and q axes
fluxes of the machine.

Consider the three-phase squirrel-cage IM
representation of Figure 2.11. The three-stator (balanced
and distributed) windings a–b–c may be represented by
orthogonal dq axes windings (indicated in red) with
currents ids and iqs, respectively. Similarly, the rotor
windings may also be represented by orthogonal dq axes
windings (indicated in blue) with currents idr and iqr,
respectively. We will assume that both dq sets of windings
rotate at synchronous speed. Note that we have assumed
that the d and q axes of the stator and rotor are each
colinear as shown in Figure 2.1 and that the rotor a-
winding axis is at an arbitrary angle θr with respect to
stator a-winding axis at t = 0.





Figure 2.11 (a) Dynamic performance of current and speed

control of a PMSM (simulation) and (b) dynamic

performance of current and speed control of a

PMSM experiment



If the orthogonal set of reference rotates at the
synchronous speed ωe, its angular position at any instant is
given by

Angle θ is the angular displacement of the d-axis with
respect the a axis of the stator at time t. The orthogonal set
is then referred to as d–q–0 axes in the synchronously
rotating reference frame. Using θ from (2.19) into (2.4),
stator variables v, i and λ can be expressed in the
synchronously rotating axes d–q–0.

2.4.3.1 Machine inductance and flux

linkages

Self-inductances of each stator winding an induction
machine, assuming balanced and symmetrical windings are

Similarly for the rotor,

Mutual inductances between stator windings:

Mutual inductances between rotor windings:



The mutual inductances between stator and rotor windings
(M) have cosine variation with θr.

where θr is the angular displacement of the rotor a-axis
with respect to stator a-axis at time t. Angle θr is given by

Flux linkages for stator windings are given by

Similarly, flux linkages for rotor windings are

The rotor windings rotate at the slip speed sωe with respect
to the synchronously rotating axes. Let us assume that θsl is
the angular displacement between the rotor “a” axis and
the “d” axis of the synchronously rotating dq0 frame, which
changes at a rate given by the slip speed sωe. In terms of
the slip s, we can write



By transforming stator flux linkages to the synchronously
rotating frame with angle θ as defined in Figure 2.11 and
by using (2.4) are given by

where ; ;  and Lls

and Llr are the stator and rotor leakage inductances.
Similarly, by transforming rotor flux linkages to the

synchronously rotating frame with angle θsl as defined in
Figure 2.11 and using (2.4) are given by

2.4.3.2 Voltage, developed power and

torque equations

The voltage equations for the winding are

and so on for vbs and vcs for the stator.



and so on for vbr and vcr for the rotor.
By transforming stator and rotor voltages, and currents

and fluxes, the voltage equations in the synchronously
rotating frame become

Assuming the case of a squirrel-cage machine for which 
, the input power is given by

A part of this power is the mechanical developed power
which is given by

The developed torque is thus given by



2.4.3.3 Conditions for rotor flux-

oriented control

For rotor flux-oriented control (RFOC), in which the
measurable stator currents iqs and ids control the torque
and rotor flux linkage independently, one of the obvious
conditions is to ensure that

In other word, all of the rotor flux is along the d-axis and
thus . With these conditions satisfied, the developed
torque is given by

For a squirrel-cage motor, for which rotor voltage vqr = 0,
and conditions of (2.39) are satisfied when

Thus, the compensated speed error must be used to
determine the current reference  according to (2.39), and
the slip frequency reference  must be defined according
to (2.40).

The other condition for RFOC is that  remains
constant at all times. From rotor voltage (2.34) vdr = 0,



Equation (2.41) implies that if ids is regulated to remain
constant at a specified value for the required rotor flux
linkage,

However, a change in reference  is translated into rotor
flux  subject to a time delay which is the rotor time
electric circuit time constant Lr/Rr.

From the above, the required control structure for a
squirrel-cage IM is indicated in Figure 2.12. The required
developed torque for the drive is obtained by establishing
iqs while the rotor flux is established by ids, which follow
their respective references given by (2.39) and (2.42),
respectively. These feedback currents iqs and ids are
obtained from dq transformation of measured currents ia–ic

using (2.4). The slip reference obtained from (2.40) and is
added with the measured speed ωm, which is integrated
with respect to time according to (2.19) in order to obtain
angle θ to be used for the transformations. The
compensated current errors, with voltage compensations
indicated by (2.33), are transformed back to stator abc

reference frame for producing and modulating the voltage
reference signals for the inverter. The block diagram of
RFOC based induction motor drive is shown in Figure 2.13.



Figure 2.12 Stator, rotor and synchronous frame axes of an

induction machine



Figure 2.13 RFOC control structure of an induction motor

drive

Figures 2.14 and 2.15 illustrate the dynamic
performance of the RFOC IM drive with simulation and
experimental results, respectively. It can be observed that
the IM accelerates under a constant and maximum torque
set by the saturation point of the speed PI controller. The
large overcurrent transients during acceleration are
eliminated when the motor almost reaches the rated speed
set point with a little overshoot in speed. Obviously, rotor
and air gap fluxes remain constant at all times. The d-axis
current is regulated at a constant value, which produces
the rated rotor flux linkage. The q-axis current is regulated
at the desired values, which produces the torque to
accelerate and decelerate the motor.





Figure 2.14 Dynamic responses of currents, torque, rotor

flux and speed of an induction motor under RFOC

(simulation results)





Figure 2.15 Dynamic responses of currents, torque, rotor

flux and speed of an induction motor under RFOC

(experimental results)

2.5 Simulation of drive systems

Several highly integrated and sophisticated simulation
platforms like MATLAB®/Simulink® and PSIM exist that
can simulate many steady-state and dynamic performances
of a drive system. It generally means that many complex
drive issues can be addressed at the design stage, without
having to build a drive at the onset. Tuning of controllers
for various control loops, effects of machine and load
parameter variations and drive efficiency map can all be
pre-assessed.

2.5.1 Tuning of an electric drive using a

cascaded structure [4]

To achieve good dynamic performance and operational
features, a cascaded structure of closed-loop controls is
employed in the electric drive system. Figure 2.16 shows a
cascaded control structure for electric drives, which
includes speed control in the outer loop and current control
in the inner loop. In DC drives, the current and voltage are
the armature current and armature voltage, respectively. In
AC drives, the current control loop contains d-axis and q-
axis currents controllers in the inner loop. The control
voltages are the three-phase stator voltage references.



Figure 2.16 Cascaded feedback control loops for electric

drives

As the inner current-control loop is acting much faster
than the outer speed-control loop, the current controller
should be tuned before the tuning of speed controller in the
electric drive systems. To tune the current controller,
assume that the model is linear, that is achieved by
eliminating the decoupling terms. These terms can be
considered as disturbance and are cancelled by applying
feed-forward decoupling to the output of the current
controller. This assumption allows for an approximation of
the plant model using this first order Laplace equation.

where  and  are the gain and time constant of the first-
order system, respectively.

Steps for designing a PI controller for a first-order
system are

1. Discretize the plant model with forward Euler
discretization method. Substituting  into
(2.43) yields the discrete plant model:



where  is the sampling time for the discrete current
controller.

2. Define a discrete PI controller using the same
transform.

Combining the discrete transfer function of the plant
and PI controller, the closed-loop transfer function is
given by

where the denominator of the transfer function is the
characteristic polynomial of the system.

3. The characteristic polynomial for achieving the
required performance is defined as

where  and .
4. To determine the controller parameters, set the

characteristic polynomial for the system equal to the
characteristic polynomial for the required performance,
i.e., . Solving for the proportional and
integral gains of the controller for the first-order
system yields



The above general equations for the PI controller gains
contain two coefficients, the damping factor  and natural
frequency . These two coefficients determine two of the
main step-response characteristics, overshoot  and
response time .

Given the system requirements such as overshoot and
response time, you can now solve for the PI current
controller gains.

It should be noted that the gain  and time constant 
of the first-order system  will vary depending on the
motor type. For a DCM,

where  and  are the armature inductance and resistance
of the DCM.

For an NSPSM, such as PMSM,

where  and  are the synchronous inductance and stator
resistance of the synchronous machine. Therefore, the PI
gains are the same for the d and q current regulators.



An SPSM, such as interior-type PMSM (IPMSM), has
two different gains and time constants for d and q axes
current controllers. The proportional and integral gains of
the controllers will be different and calculated separately.

The transfer function for the d–q current controllers of the
vector-controlled IM drives is as follows:

where .
Once the current controller is properly tuned, the outer

speed loop can be tuned. It can be assumed that the inner
loop is much faster than the outer loop, and there is no
steady-state error. These assumptions allow considering
the inner current loop as a transfer function of “1.” The
resulting approximation for the outer loop plant model can
be described by a first-order system with different gain and
time constant.

where   and  are the torque constant, the viscous
friction coefficient and the rotor moment of inertia,
respectively.

The general workflow for designing the inner current
controller is also applicable to outer speed loop tuning. But
the response time is much slower than that of the current
loop.



2.5.2 Voltage reference amplitude

limitation

The space vector modulation (SVM) or sinusoidal PWM
(SPWM) algorithm is normally used to synthesize the
desired voltage vector at a constant switching frequency.
During transients when current errors are too large, the
amplitude of voltage vector reference may exceed the
available maximum voltage of the inverter. In this case, the
output of the PI controllers reaches the saturation limit .
The limitation block ensures that the voltage reference
satisfies the voltage constraint, namely, the voltage
reference vector lies inside a circle with radius . 

 if SPWM strategy is employed to two-level
voltage source inverter (VSI) drives and  for
SVM strategy.

If the amplitude of the requested voltage vector by the
current controllers is greater than , a proportional
reduction of its magnitude is performed while the angular
phase is preserved by the limitation block. The behavior of
the limitation block is described by the following equation:

where  is the requested stator voltage vector by PI
current controllers and  is the reference voltage vector
provided to the modulation block after the amplitude
limitation.

2.5.3 Pulse-width modulation block

Control of the machine voltage is achieved using PWM. The
duty cycle of the pulses is determined by the control



voltage  in the closed-loop controlled motor drives. The
control voltage is the required armature voltage reference
in DC drives and the three-phase stator voltage reference
in the AC drives. The maximum average voltage generated
is limited by . In DC drives,  is determined by the DC
bus voltage of the converter, while  is also determined
by the modulation strategies employed in AC drives.

A typical PWM generator circuit for DC drives is given in
Figure 2.17. The control voltage  is generated by the
armature current controller and . The switching
transistors at the top and bottom of any leg of the converter
must not conduct simultaneously. To prevent catastrophic
short circuit of the DC source, an on-delay block is
employed to generate a dead time for each of the gating
signals. The duration of the dead time is determined by the
turnoff times of the switching devices used. Typically, this
is of the order of a few microseconds.

Figure 2.17 Pulse-width modulation block per phase

including dead time generator

This PWM circuit can be extended to an SPWM or SVM
modulator for AC drives. In three-phase AC drives, there
will be three such PWM modulators, one for each of the
phases. The control voltages for three phases are derived
from dq current controllers output and dq to abc



transformation block.  is determined by the modulation
strategy and the topology of the converter used for the
drives.

2.6 Sensors in drive systems

2.6.1 Current sensors for electric drive

systems

Current sensors of high accuracy, resolution and bandwidth
are required for both DC and AC drive systems.
Additionally, galvanic isolation is required so that sensor
outputs can be directly connected with controller
hardware. These requirements are not easily and cost
effectively met by resistive current-sensing resistors
because of thermal effects on the resistive element for
sensing, and the high common-mode voltage rejection
required when AC currents have to be measured. Hall
current sensors that are suitable for both DC and AC
current measurements are now widely used in drive
systems. Devices have sensing bandwidth higher than
several hundred kHz at low current to about 5 kHz at kA
levels.

In its simplest form of Figure 2.18(a), the Hall current
sensor amplifies the voltage across the Hall element which
carries a constant current. This being measured develops
and confines the magnetic field to the dimension of the Hall
device using a magnetic core. Due to the nonlinear B–H

characteristic of the core, this Hall sensor does not
generally have good precision and suffers from drift due to
temperature variation and stray magnetic field in the
environment.



Figure 2.18 (a) The basic Hall sensor and (b) zero-flux type

Hall sensor

A more advanced Hall sensor retains the basic structure
of Figure 2.18(a) but additionally utilizes secondary coil
that counteracts the field produced by the current being
measured to zero as illustrated in Figure 2.18(b). The
current in the secondary coil produces a voltage across a



sensing resistor which is proportional to the current being
measured. This Hall sensor produces excellent linearity,
can measure current down to very low DC values, has very
small DC offset over a wide temperature range and has
bandwidth. Figure 2.19 shows a few commercial Hall
sensors.

Figure 2.19 Typical Hall sensors

Rogowski coils measure AC currents by measuring the
AC-induced voltage in an air-cored coil around the
conductor carrying the current being sensed as indicated in
Figure 2.20. The Rogowski coil measures the current
derivative dl/dt of the current being measured; hence, its
coil voltage must be integrated to develop an output
voltage which is proportional to current. Since there is no
magnetic core, large currents can be sensed without
magnetic saturation and heating due to magnetic loss.



Figure 2.20 The Rogowski-coil-based current sensor

A recently developed current-sensing technique utilizes
the sensitivity of anisotropic magnetoresistive (AMR) effect
to sense current. There is no need for any field guiding coil;
hence these sensors require no magnetic core, hence free
from remanence (see Figure 2.21). These sensors are very
compact as a result. The thin film permalloy (Fe-Ni)
material of the sensing resistor is linked by magnetic field
alone and is isolated from the conductor carrying the
current. A new type of current sensors are also developed
which can be embedded directly to IGBT Power Module.

Figure 2.21 Structure of an AMR current sensor (Courtesy

SENSITEC)

The thin film magnetoresistive resistors are placed on a
silicon chip and are connected in a Wheatstone bridge. In
order to obtain a high linearity (0.1%) and a low-
temperature sensitivity, a current iComp is feedback to the
sensor chip through a compensation conductor located
above the magnetoresistive resistors. The resulting field
Hcomp exactly compensates Hprim, so that the sensor
always works around a single point. At the output of the



sensors, the compensation current flows through the
measurement resistor RM. The output voltage, measured
across that resistor, is Vout=±2.5 V at primary nominal
current Iin. The nominal current is only determined by the
geometry of the primary current conductor. High
compactness, linearity and accuracy, low susceptibility with
temperature of this sensor are very suitable for compact
drive systems. AMR sensors with accuracy of 0.6% and
bandwidth of 2 MHz, temperature range of −40°C to +
105°C are available.

The Rogowski coil because of its high bandwidth,
isolation and temperature handling capabilities is also
suitable for integration with inverter switch legs for both
switch protection and inverter output current sensing.
These dual functions require some additional hardware
integrated with the switching of the inverter [5,6]. AMR
sensors are also expected to be suitable for such
integration for the same reasons.

2.6.2 Speed sensors for electric drive

systems

Shaft-mounted speed sensors are nowadays mostly digital
devices, because analogue DC tacho-generators suffer from
noise and temperature variation and accuracy issues that
are not acceptable in motor drives driven by current
sources. Digital sensors can be magnetic or optical. The
magnetic type, called resolvers, has three windings as
indicated in Figure 2.22(a). Its reference winding is excited
with a high-frequency signal in the range of 1–2 kHz. The
rotor presents a variable reluctance coupling of the R
winding with the other two S windings which are in
quadrature (90° displaced). The S windings have multiple
poles of appropriately high numbers. The amplitudes of the



induced voltages in the S1–S2 and S3–S4 windings are sine
and cosine modulated as shown in Figure 2.22(b).

Figure 2.22 (a) Resolver cutout view and (b) reference and

Synchro output waveforms

The following signals for the resolver are available:



where K1 and K2 are equal and angle α may be taken as
zero.

These signals are passed through a resolver-to-digital
converter in Figure 2.23 to extract the sine–cosine outputs
using peak detectors, multiplication and digitization via
analogue to digital converters (ADCs). Ratio of each signal
relative to the reference VR is used so that changes to
absolute values of signals do not affect the accuracy of
measurement.

Figure 2.23 Resolver-to-digital converter (RDC)

The Speed output signal is an analog signal. However,
the count signal is a pulse train the frequency of which is
proportional to shaft speed. This signal, together with the
direction signal, are counted up or down (according to
direction) in a bidirectional counter, the output of which is
read at a constant sampling frequency to determine shaft
speed.

One of the strength of electromagnetic resolvers is the
rugged mechanics, which can withstand shock and other
adverse environmental condition, compared to optical
encoders.

Shaft-mounted optical speed sensors use optically
encoded disks to generate pulse trains, frequencies of
which are proportional to speed. There are two types, the
incremental and absolute encoders.



In the incremental type of Figure 2.24, collimated light
beams from three suitably located light-emitting diodes
(LEDs) are intersected by gratings on a moving disc
mounted on the shaft. Three beams produce three digital
pulse trains A, B and (see Figure 2.24(a)) Z at the outputs
of three receiving optical sensors. The frequency of these
pulses is proportional to the speed of the shaft which
rotates the disc. The A and B pulses are in quadrature, i.e.,
90° out of phase. These pulses can be used to obtain the
direction of rotation and the speed. For speed sensing, the
pulses are counted in an up–down counter (not shown in
Figure 2.24) according to the direction of rotation, using up
to four edges of the pulses in a cycle, giving a resolution of
up to four times pulse number per rotation as indicated in
Figure 2.25. Discs with a few hundred to several thousand
pulses with bandwidth limited to around 300 kHz are
available. The Z pulse occurs only once in a revolution and
is used to reset the counter to zero. The content of the up–
down counter after the reset gives the absolute position of
the shaft. The counter output is normally Grey coded, so
that its content can be read with error no more than ±1
count.



Figure 2.24 Incremental encoder schematic. (a) Schematic

details of incremental encoder and (b) Timing of A,

B and Z pulses



Figure 2.25 Encoder pulse multiplication and direction

sensing. (a) Logic circuit of encoder for direction

and speed and (b) Pulse multiplication of encoder

The absolute encoder has Gray-coded tracks, as many as
the number of bits of its resolution, on the disk as shown in
Figure 2.26. It also uses as many collimated LED light
sources and detectors as the number of tracks (bits) on the



disc. The detectors provide Gray-coded absolute position of
the shaft directly. This position signal is then differentiated
to obtain shaft speed.

Figure 2.26 Gray-coded discs of absolute encoders

One of the weaknesses of optical encoders is the delicate
optical systems with focusing lenses, which are vulnerable
to mechanical shock, high temperature and other
environmental factors. However, these are immune to stray
magnetic fields.

In order to overcome the limitations of optical encoders
and magnetic resolvers, a new class of encoders that use
shaft-mounted PM poles alternate polarity. A combination
of Hall sensors and complex signal-processing circuits
mounted on the stator produce position and speed signals
that are approaching the performance of optical encoders
in terms of line density and high-speed capability.

2.7 Recent developments in PM

machines; with reference to



developments of other types: DCM

and IM

Stringent energy-saving requirements, demands for
improved performance-to-cost ratio, compact size and high
reliability are some motivating factors behind many
research activities that have led to development of novel
electric machines. Permanent magnet type machines are at
the forefront of these developments. However, conventional
electric machines such as DC, induction and synchronous
machines also have seen some developments pushed by the
requirement of emerging applications. For example,
advancement in the technology of doubly fed induction
generator is being led solely by the requirements of wind
energy conversion. Similarly, most of the current research
related to the electrically excited synchronous machine has
been spurred by the motivation to reduce size and cost by
eliminating the slip rings and brushes. Developments of
high torque density and high-performance electric
machines are led by electrification of transport and various
emerging industrial drive systems. Demands for direct-
drive (gearless) technologies in many traditional
applications are pushing the frontiers of both the low-speed
and high-speed motors.

Many enabling technology contributes toward the recent
advancements of electric motors, namely—novel materials,
emergence of devices (GaN, SiC) with wide bandgap and
high switching frequency, advanced control techniques
(sensor-less control, model predictive control),
advancement in numerical analysis techniques such as
finite element method and advanced optimization methods
that use genetic algorithm, artificial neural network and
particle swarm optimization.

Wide-spread use of permanent magnet machines was
made possible by the emergence of high-energy permanent



magnet materials—SmCo and NdFeB. Certain grades of
sintered NdFeB can have remanence flux density as high as
1.45 T and coercivity 1,100 kA/m and operating
temperature up to 230°C. Apart from three main
ingredients—neodymium (Nd), iron (Fe) and boron (B), an
NdFeB magnet also requires 3%–8% of Dysprosium to
improve coercivity. Recent price fluctuation of NdFeB was
blamed on the scarcity of Dysprosium (Dy), which is
leading the research on Dy-free NdFeB and PM machines
with the Dy-free magnet. Because of the same reason,
research on reduction and elimination of rare-earth magnet
in high-performance PM machine is also gaining
momentum.

Apart from the magnet materials, other materials that
are impacting on the electric machine design are soft
magnetic composite with improved magnetic properties,
ferromagnetic alloys with high saturation and temperature
withstand capabilities, amorphous ferromagnetic alloy with
considerably low core loss, high strength electrical steel,
dual-phase material and the high-temperature
superconductor.

2.7.1 Developments in winding topologies

The winding topologies of AC machines can be broadly
categorized into two groups—(1) distributed winding (DW),
also known as the overlapping type, and (2) concentrated
winding (CW), also known as the nonoverlapping type and
tooth-coil winding. Majority of the conventional AC
machines use DW because of low harmonics in the
magnetomotive force (MMF) waveform, relatively high
winding factors. However, long end-windings of DW may
result in longer non-active axial length.

The CW can have short end-winding, high slot-fill factor
and easy winding automation. It was shown by Cros et al.

[7] and Magnussen et al. [8] that high winding factors and



lower harmonics in MMF could be achieved in CW by an
appropriate choice of slot and pole combination. Since in
such CW machines slot per-pole per-phase (SPP) is a
fraction instead of an integer as in conventional DW, this
type of CW is referred as fractional slot CW (FSCW). Based
on the number of coil sides in a slot, the DW and CW can be
further subdivided into the single and double layer as
shown in Figure 2.27. Single layer windings are known to
have higher MMF harmonics but negligible mutual
inductance, which is useful for fault tolerance capability. It
should be noted that MMF harmonics of the CW cause eddy
current loss in the magnets of the PM machine, which can
be minimized by segmenting the magnets in the axial
direction. Higher leakage flux of FSCW increases the
leakage inductance, which could be beneficial to reduce the
characteristic current (also known as short circuit current)
of the PM machines. Theoretically, optimum constant
power speed operation is achieved in PM machine when the
characteristic current (i.e., the ratio of magnet flux linkage
to d-axis inductance) is equal to the rated current of the
machine. FSCW can be optimized for this condition to
achieve wide constant power speed range (CPSR), required
by the traction drives of electric and hybrid electric
vehicles in PM machines. Such a design process for a PM
machine is described fully in Chapter 17.



Figure 2.27 Single- and double-layer DW and CW: (a)

single-layer distributed windings, (b) double-layer

distributed windings, (c) Single-layer concentrated

windings and (d) Double-layer concentrated

windings

An alternative to DW and CW is the toroidal windings, in
which winding is wrapped around the stator yoke, hence
easier to manufacture. The toroidal winding is often used
with axial flux machines and slot-less, high-speed machines
[5–12]. The high slot-fill factor is desirable in electric
machines for the efficient use of slot area. A higher slot-fill
factor is possible in a toroidal winding than DW and CW,
but the requirement of extra space between the toroidal
coils increases the total volume of the machine. Quest of a



high slot-fill factor has also led to use of rectangular
windings of Figure 2.28 [13]. As a unique feature, the end
regions of the rectangular winding stator are welded after
the insertion of the preformed coils in the slots to ensure
efficient use of the end regions. However, thick rectangular
coils have higher AC resistance than the conventional
stranded coils at high frequency. As a solution to the high
loss at high frequency due to skin and proximity effects,
Litz-wire winding has been suggested in [14].

Figure 2.28 A prototype stator with rectangular winding

[13]

2.7.2 Emerging electric machine

topologies

A number of novel machine topologies, mostly in the space
of the PM machine, have been proposed in recent years.
Emergences of many of these topologies are driven by
applications with challenging specifications. For example, a



wave energy conversion system requires very high power
density linear generators. Traverse-flux PM linear
generator was developed keeping this application in mind
[15]. In traverse flux machines, the flux path in the iron
core could be made as short as possible to maximize air
gap flux density to achieve high power (or torque) per
volume. Disc type axial flux PM machines also have
considerably high power density. Iron coreless axial flux
PM machine is also possible when Halbach magnet arrays
are used.

For direct-drive applications that require lows speed,
high torque, compact size and lightweight, axial flux PM
machine, radial flux surface-type PM machine with Halbach
array and FSCW interior permanent magnet (IPM)
machines have been proposed [14–18].

Figure 2.29(a)–(c) shows a prototype 4-kW, 42-pole/54-
slot FSCW IPM machine designed at UNSW. This generator
has less than 1% cogging torque sinusoidal induced emf
shown in Figure 2.30(a) and (b), respectively.

Figure 2.29 (a) IPM rotor, (b) FSCW stator, (c) completed

prototype generator



Figure 2.30 (a) Measured peak cogging torque of 1% of the

rated torque and (b) induced back emf at rated

speed

Permanent magnet Vernier (PMV) machine of Figure
2.31(a) is another emerging candidate, which has very high
torque density and suitable for direct-drive applications.
The PMV machine shares its unique working principle with
the magnetic gear machine of Figure 2.31(b). High torque
density can be achieved because of the magnetic gear
effect, i.e., a small movement of the rotor produces a large
change of the flux. In such machines, the stator pole pairs 



, number of stator auxiliary teeth  and rotor pole pairs 
share a unique relation ( ). The stator auxiliary
teeth modulate the stator flux by producing permeance
harmonics of large magnitude in the air gap. The torque is
produced by the interaction of the rotor and one
component of the stator air gap flux harmonics that has the
same pole number and rotational speed as the rotor flux.
Dual stator, double rotor, axial flux and consequent pole
type PMV topologies have been proposed. Nonoverlapping
CW and toroidal winding stator have also been proposed in
bid to reduce the end-winding length of PMV topologies
[19,20].

Figure 2.31 (a) PM Vernier machine and (b) magnetic gear

machine [20]

It is well known that rare-earth magnet losses its
magnetic properties irreversibly, when operating
temperature exceeds Curie’s temperature. Heat dissipation
by force cooling is relatively easier in a stator than a rotor,
and based on this premise, the motor topologies with



placement of PM on the stator have been suggested. Two
such topologies that are gaining attention are Doubly
salient PM (DSPM) motors and flux-switching PM (FSPM)
motors. A DSPM in its simplest form is a switch reluctance
motor, stator back iron of which contains permanent
magnet poles as shown in Figure 2.32(a). DSPM has simple
construction and requires minimum amount of magnet,
hence cost-effective. But relatively low torque density due
to unipolar flux linkage and large torque ripples is a
concern for DSPM motors. Back emf is trapezoidal and
requires square wave current for efficient operation.
Sinusoidal back emf can be induced using rotor with skew
[21,22]. The FSPM motors also have similar structure but
capable to produce bipolar flux linkage because of equal
number of magnets and stator poles in the stator. Figure
2.32(b) and (c) show a 5-pole/6-slot FSPM motor and a
prototype stator, respectively. Usually CWs are used and
sinusoidal back emf waveform can be obtained. The magnet
volume in an FSPM motor is far larger than a DSPM motor.

Figure 2.32 (a) Doubly salient PM motor, (b) flux-switching

PM motors and (c) prototype of a flux-switching

PM motor [23]



Replacing of the magnets with DC excitation has been
proposed, which albeit results in lower torque density [24].
Combination of DC and magnet excitation has also been
proposed for both DSPM and FSPM motors. These types of
motors are often referred to as hybrid excitation motors.
The advantage of the presence of DC field winding (as
shown in Figure 2.33) is that both the flux-weakening and
strengthening can be achieved in the hybrid-excited PM
motors [25]. However, the presence of additional field
winding increases copper losses in the hybrid-excited PM
motors.

Figure 2.33 Hybrid-excited flux-switching PM motor

Flux regulation similar to hybrid excitation motor but
without the field winding losses can be achieved if AlNiCo
magnets are used instead of ferrite or rare-earth magnets.
AlNiCo has a high remanence flux density but low
coercivity. By applying a current pulse, the magnetization
state of AlNiCo can be adjusted. After removable of the
current pulse, magnet can still hold on to the changed
magnetization state. Because of this feature, flux-regulating
PM motors with AlNiCo are also referred to as “flux
memory motors.” Even though the flux memory motors



need a field winding to apply the current pulse to change
magnetization state, the transient nature of the pulse
makes the field winding losses negligible. Both AC and DC
pulses have been proposed. The concept of variable flux
has been applied to radial and axial flux PM motors and
also to stator magnet motors like the FSPM motors. In
recent times, hybrid variable flux PM motors are also being
proposed for electric vehicle (EV) traction applications.
This types of variable flux PM motors use a combination of
low coercively magnet and NdFeB [26]. Figure 2.34(a)
shows a single PM and hybrid-PM variable flux motors [26],
and Figure 2.34(b) shows measured no-load back-emf
waveforms at three different flux levels of a prototype
variable-flux motor [21].



Figure 2.34 (a) Single PM and hybrid-PM variable flux

motors and (b) no load back emfs of a variable-flux

motor [26,27]

Direct-drive, high-speed applications such as more-
electric aircraft and ships, flywheel energy storage, turbo-
compressors in automotive, various high-performance
industrial drives are gaining momentum in the recent
years. Some of the advantages of high-speed motor drives
are reduced cost and volume due to the compact size,
increased overall system efficiency and reduced



maintenance and risk of failure by the elimination of
intermediate transmission gear, particularly in direct-drive,
high-speed applications. Consequently, research of high-
speed machines is gaining attention from both the industry
and the academia. Induction machine, switch reluctance
machine and PM machines are the three major contenders
in the high-speed motor drive applications. Two
performance indices—rpm√kW and tip speed—are often
used to quantify the difficulty in simultaneously achieving
both high speed and power. A comprehensive survey
conducted in [28] found that the current rpm√kW and tip
speed limits of various motor technologies as listed in Table
2.1.

Table 2.1 Tip speed limits of high-speed machine

technologies

Machine technologies rpm√kW

Tip

speed

(m/s)

Solid rotor induction motor 400

Laminated rotor Induction motor with

high strength steel
280

Laminated rotor-induction motor with

normal silicon steel
185

Switch reluctance motor with high-

strength steel laminations
210

Surface-PM motors with sleeve and

without rotor laminations
300

Interior-PM motors with high-strength

steel laminations
230

It is evident from Table 2.1 that high-strength steel
materials play an essential role in the design of high-speed
motors. Switch reluctance and surface-type motors may
require an additional sleeve on the rotor to enhance



mechanical robustness against the substantial centrifugal
force generated during the high-speed operation. Titanium,
Inconel, carbon and glass fiber are some commonly used
materials for the sleeve. These materials are nonmagnetic
but conductive and hence, prone to eddy current losses.
The eddy current losses of the sleeve must be considered
carefully during the design of high-speed PM and switched
reluctance motor (SRM) machines.

Inadequacy of mechanical bearings also plays a part on
the rpm√kW limit of high-speed machines. Magnetic
bearings resolve some the mechanical limits of common
bearings but require long axial shaft to accommodate
additional electromagnetic structure [29]. Long shaft
reduces critical speed, which is unacceptable for some
applications. Shaft length can be minimized if the magnetic
bearings are combined with the motor structure. These
types of motors are referred as bearingless motors. The
bearingless motors requires additional stator windings to
produce radial force to suspend the rotor. Similar to
electromagnetic torque in an electric motor, the radial
force is also the function of the rotor active length [30].
Bearingless concept has been applied to switch reluctance,
induction and PM motors. Figure 2.35(a) shows a magnetic
bearing of an induction motor, and Figure 2.35(b) shows
the principle of production of radial force in a bearingless
PM motor.



Figure 2.35 (a) Magnetic bearing of an induction motor [31]

and (b) production of radial force in a bearingless

PM motor [32]

2.7.3 Permanent magnet synchronous

machines (PMSMs) with deep flux

weakening capability

At present, the PMSM dominates the field of traction
application of electric and hybrid electric vehicles as shown
in Table 2.2. Apart from high efficiency, the PMSM also
offers wide CPSR. The advantage of wide CPSR in an
electric motor that provides propulsion in an EV and hybrid
electric vehicle (HEV) can be understood from the simple
relation derived between motor power Pm and rated speed
Vrm (m/s) in [32],

where m is the vehicle mass, tf is the initial acceleration
time and Vrv is the rated speed of the vehicle in m/s. The



(2.59) in terms of rotational speeds of the motor  (rad/s)
and the vehicle  (rad/s) can be expressed as

where J is the moment of inertia of the vehicle.

Table 2.2 Electric motor technologies in EV and HEV

By differentiating (2.59) with respect to  and equating
to zero, condition for the minimum rated power of the
motor can be found as  and . If CPSR is
defined as the ratio of motor’s rated speed over the
maximum speed ( ), the condition of minimum
motor power indicates an infinite CPSR. On the other hand,
absence of any CPSR, i.e., , would result in

, i.e., doubling of the minimum power.



Thus, a large value of CPSR would result in a reduced
required rated power of the motor of Figure 2.36 that
shows an ideal torque- and power-speed characteristic of
an electric motor in traction drive of EV. For the Freedom
Car 2020, specifications released by US Department of
Energy suggest a 5:1 CPSR for plug-in HEV. Majority of the
conventional electric motors including PM motors
achieving such a wide CPSR poses a challenge. A large
body of research works has been dedicated to improve
CPSR characteristic of PMSM. The surface-type PMSM
with DW has very limited flux-weakening capability and no
useful CPSR. However, with FSCW stator, a much higher
CPSR performance has been reported in the literature.
Chapter 17 discusses design procedure of such PMSM in
details. The IPMSM are capable of flux-weakening and
fairly wide CPSR even with the conventional DW. In order
to increase the CPSR of an IPMSM further, a number of
different types of IPM rotor topologies have been proposed.
Among them, the segmented-type, V-type, multilayer and -
type IPM rotors are shown in Figure 2.37(a)–(d).



Figure 2.36 Ideal torque- and power-speed characteristic of

an electric motor of traction drive in EV

Figure 2.37 (a) Segmented-type, (b) V-type, (c) multilayer

type and (d) -type IPM rotors

CPSR obtained in a segmented-type IPMSM of Figure
2.37(a) was 3:1, whereas in a V-type IPMSM of Figure
2.37(b) with an FSCW stator was able to provide a CPSR



range of 7:1. In the multilayer type IPMSM, an improved
saliency ratio (ratio of q-axis inductance to d-axis
inductances) and hence, a larger reluctance torque was
achieved [33,34]. The concept of improved reluctance
torque of multilayer type IPMSM has also been applied in
the design of multi-barrier synchronous reluctance and PM-
assisted synchronous reluctance motors. It was found in
[35] that the relation between the increased layers and
increase in reluctance torque is not linear. In fact, more
than two layers may not necessarily improve the reluctance
torque any further. Design optimization of commonly used
IPMSM rotor topologies with double layers has been
carried out by the various researchers. Such a design
optimization study of a double layer V-type IPMSM has led
to a newer rotor topology -type, as shown in Figure
2.37(d); -type rotor has wide operating range with higher
efficiency than other double layer types studied in [36].

2.7.4 Control of the PMSM at deep flux

weakening

Many PMSM designed for wide CPSR enter into deep flux-
weakening near its maximum speed. Conventionally, the
PMSM is controlled along an MTPA trajectory in a d- and q-
axes current plane during the constant torque operation. As
the speed of the motor increases, the available voltage to
provide for the growing back emf becomes limited. Once
the voltage limit is reached, flux-weakening must be
applied for a viable operation of the motor. At deep flux-
weakening operation, motor can be operated along a
maximum torque per voltage trajectory (MTPV) or
maximum power per voltage trajectory. This trajectory is
sometime also referred as minimum flux per torque
trajectory. Figure 2.38 shows the typical trajectories. It
should be noted that current and voltage limits at various



speeds of a PMSM translate to a circle and a series of
concentric ellipses in a d- and q-axes current plane.
Shrinking of the ellipses with the increased speeds
indicates limitation of the available voltage to support the
growing back emf. The center of the concentric ellipses lies
on the negative axis of the d-axis current and its coordinate
value is (-characteristic current, 0) at point C in Figure
2.38. MTPV trajectory is asymptotical to the ellipse center.
If the characteristic current of a PMSM is greater than the
rated current of the machine, MTPV trajectory lies outside
of the current limit and hence, deep flux-weakening along
MTPVtrajectory is not possible in such PMSMs. Similarly, if
the characteristic current is equal to the rated current,
theoretically, an infinite CPSR is possible, but MTPV
trajectory still lies outside of the current limit. The
operation along MTPV trajectory is possible only for those
PMSM in which characteristic currents are less than the
rated currents. For this class of PMSM, although CPSR is
limited but theoretically, flux-weakening operation can be
extended to the infinite speed. Operation along the MTPV
trajectory can improve the performance at deep flux-
weakening. Figure 2.39 shows experimentally measured
improved performances of a PMSM using MTPV trajectory.



Figure 2.38 MTPA and MTPV trajectories of an IPMSM



Figure 2.39 Measured (a) torque vs. speed, (b) power vs.

speed and (c) efficiency vs. speed of a prototype

PMSM with and without MTPV

Implementation of the MTPV trajectory requires careful
consideration. It is well known that during deep flux-
weakening operation, d- and q-axes current controllers of
field-oriented control (FOC) or flux and torque controllers
of a direct torque and flux control scheme conflicts with
each other. This strong coupling between the d- and q-axes
during the deep flux-weakening also means that control of
one of the currents (in case of FOC) should be sufficient.
Because of the strong coupling, if one axis current is
controlled, the other should automatically follow suit. The
concept of the single current regulator (SCR) during deep
flux has been proposed based on this premise in [37,38].

2.8 Summary

This chapter gives an overview of three widely used
machines of the full range of power spectrum. Steady-state
torque–speed boundaries in all four quadrants within and
above the base speed for the major types of conventional
DC and AC machines are introduced first, followed by the
dynamic models of these machines. A limited, by no means
complete, analysis of the two dominant types of AC
machine (the AC induction and the synchronous) dynamics
is included with a view to guide the reader to appreciate
the necessity for transformations of voltages and currents
and flux linkages of a three-phase machine to one of the
rotating axes, in order to appreciate how current controls
are used for controlling the torque and flux linkages
independently of each other. The logical control structures,
the RFOC, for these machines then follow for each machine
type. This is followed by a brief description of sensor
technologies and associated hardware. Finally an overview



of recent developments in the AC induction and PM
synchronous machines is included.

List of symbol

φf Rotor flux linkage
P Number of pole pairs
r Stator resistance
Ld d-Axis inductance
Lq q-Axis inductance
V Phase voltage
I Phase current
ωb Base speed
Tb Rated torque
ωc Crossover speed
T* Torque reference

Stator flux linkage reference
φs Stator flux vector
φf Rotor flux vector
δ. Load angle
Tb Base torque
Trated Rated torque
Tmax Maximum torque
ωr Rotational speed
ωb Base speed
ωmax Maximum speed
Ra Armature winding resistance
Rf Field winding resistance
La Armature winding inductance
Lf Field winding inductance



Eb
Back emf generated across the armature

ia Current in armature winding
if Current in field winding
va Voltage across armature winding
vf Voltage across field winding
va–vbStator voltages in a–b frame
ia–ib Currents in a–b frame
φa–

φb

Flux linkages in a–b frame

vd–vq

Stator voltages in d–q frame, θ is the rotor position in
electrical radians

id–iq Currents in d–q frame
φd–

φq

Flux linkages in d–q frame

Glossary of terms

Scalar

control

The control of current or voltage in any application
as a scalar quantity for control of other
parameters

RFOC Rotor flux-oriented control
IM Induction motor
PMSM Permanent magnet synchronous motor

IPMSM
Interior-type permanent magnet synchronous
motor

CPSR Constant power–speed ratio

Resolver

Resolver is an absolute position sensor based on
the rotating transformer concept having two
windings to generate two signals proportional to
sine and cosine of angular displacement

RDC Resolver to digital converter



LED Light-emitting diode
PWM Pulse width modulation
CW Concentrated winding
DW Distributed Winding
AMR Anisotropic magnetoresistive
DSPM Doubly salient permanent magnet
FSPM Flux switching permanent magnet machines
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3.1 Introduction

Electric drives are extensively used in various industries
like traction, process industry, aviation industry, etc.
Typically, the electric drive consists of three parts: power
converter, electric machine, and controller. The electric
machines can be a dc machine or an ac machine. The dc
machines were traditionally used in electric drives, because
the control of the dc machine was very easy and simple.
The control was done by using a variable resistance.
However, this method is not efficient due to losses in the
resistance. Thanks to the advent of the power
semiconductor devices in the middle of twentieth century,
the resistance is replaced with efficient power converters,
which are made by the power semiconductors and convert
a constant dc voltage to a variable dc voltage fed to the dc
machine. Although the use of the power semiconductors
increased the efficiency, the reliability and maintenance of
the dc machine is a concern due to commutator and
brushes [1].



Due to problems associated with the dc machine, the ac
machine drives have become popular. A brief history of
development of ac drives is given in [2]. Typically, the
performance of the dc drives is superior as the flux and
torque of the machine are separately controlled using the
field and the armature current, respectively. This makes
the magnetic flux and torque control decoupled. The same
performance can also be achieved by modelling the three-
phase ac machine in a synchronously rotating reference
frame. If the reference frame is properly aligned, it can be
shown that the ac machine current can be decomposed into
torque and flux component which are not coupled with each
other. This model can be used to design the controller for
the ac machine, referred to as vector control drives, which
can achieve the same dynamic performance as that of the
dc machine-based drives [3].

High dynamic performance with vector control without
the problem of mechanical commutation and maintenance
of the dc drives has become the major driving force in
replacing the dc drives with the vector controlled ac drives
[3]. Conventionally, the three-phase squirrel-cage induction
machine and permanent magnet synchronous machine are
the most popular choice among several ac machines. They
require controlled frequency and voltage magnitude of ac
supply for easy control. However, the available power is the
grid power which has ac supply of constant magnitude and
frequency. Due to the power electronic converters, variable
voltage and frequency ac supply can be achieved. Typically,
the grid power is converted to controlled ac power using ac
to ac converter for electric drive applications. These ac to
ac converters can be single-stage power converter using
matrix converter or a rectifier stage followed by a dc to ac
inverters.

The main idea behind the usage of power converters for
the drives is to create a controlled power supply from a
fixed-frequency and fixed-voltage source with high



efficiency. Therefore, these converters are not supposed to
use any resistance. Only inductors, capacitors,
transformers, and power semiconductor devices are
supposed be used in power converters as these components
have no losses if considered ideal. Ideal inductor, capacitor,
and transformer have no resistance. Furthermore, an ideal
power electronic semiconductor device is used as a switch
which has

zero voltage drop across the switch when turned on.
zero leakage current through the switch when turned
off.
zero turn-on and turn-off time.

This ensures that the ideal power electronics devices have
no conduction, blocking, and switching losses. Therefore,
the power converters with ideal components are supposed
to have 100% efficiency. However, it is not practical to get
an ideal component, and the power converters are made
with components whose characteristics are close to ideal to
increase efficiency. As the cost of these devices and digital
controller is decreasing, the usage of the power converters
are increasing for the drives application.

There are several types of power converters which are
used in the ac drives applications. In this chapter, the dc–ac
three-phase voltage source inverters are discussed as they
are the most commonly used power converters for the
electric drive systems. First, the two-level inverters are
discussed in Section 3.3 which are used for low-voltage
drives. Then, the three-level inverters are discussed in
Section 3.4 which are used for medium voltage drives.
These inverters are a source of variable voltage variable
frequency ac supply if the output of the inverters is pulse
width modulated. Several discussions on the pulse width
modulation (PWM) method are available in literature. In
this chapter, the most popular PWM methods, the



sinusoidal PWM and the space vector PWM, are discussed.
The main focus is given on the simple implementation of
these methods along with their relation with the theory.
This makes this chapter useful for a practitioner engineer
as well as academician.

3.2 Three-phase two-level inverter

For converting dc power to a controllable ac power, several
dc–ac power inverters are available. Among them, two-level
inverter is the most popular inverter. The two-level inverter
is shown in Figure 3.1. A phase of the ac side can be
connected to either the positive dc-link terminal if the top
device of that phase is turned on or the negative dc-link
terminal if the bottom device of that phase is turned on.
Therefore, the pole voltage of a phase is given by

where x = {A, B, C}, and Vdc is equal to half of the total dc-
link voltage.



Figure 3.1 Two-level inverter

As the pole of the ac side can have two levels, this
inverter is called as the two-level inverter. Both devices in a
phase should never be turned on simultaneously as it will
short the dc power supply. Using this constraint, the two-
level three-phase inverter can have 23 = 8 different
switching states as listed in Table 3.1. Each state is
denoted by combination of plus (+) or minus (−) signs. The
plus and minus signs denote that the pole voltage of that
particular phase is +Vdc and −Vdc, respectively.

Table 3.1 Switching states of two-level inverter

These switching states are used to generate a set of
required three-phase balanced output voltage as given by

where Vm is the peak of the desired phase voltage with
fundamental frequency denoted by ω.



Although the converter is not able to generate the exact
three-phase balanced output voltages, its output voltage
can be modulated in a way that it approximates these
balanced three-phase voltages. For that, several modulation
techniques are used in literature. Among them, the most
popular methods are sinusoidal PWM (SPWM) and space
vector PWM (SVPWM) techniques [4].

3.2.1 Sinusoidal PWM

The SPWM technique is the most popular PWM technique
due to its simplicity. In this method, the three-phase
normalized sinusoidal reference signals are obtained by
scaling the required ac output voltage as given by

where  is known as modulation index.
These reference signals are compared with a high-

frequency triangular carrier signal, as shown in Figure 3.2.
If the reference signal of a phase is higher or lower than
the carrier signal, the top or bottom switch is turned on,
respectively. Due to this arrangement of switching on/off,
the pole voltages of the phases are obtained as shown in
Figure 3.3, which is valid for 0<ωt<π/3. The resultant
waveform is shown for one carrier cycle, also known as the
switching period, where the reference signals are sampled
and assumed to be constant. It can be seen that the applied
sequence of the switching states in the carrier period is (−
− −)→(+ − −)→(+ + −)→(+ + +) and reverse.



Figure 3.2 Reference and carrier signals for sinusoidal

PWM for (a) a fundamental cycle and (b) few

carrier cycle



Figure 3.3 Reference signals, carrier signal, and

corresponding pole voltage for sinusoidal PWM

The pole voltage of phase A averaged over a switching
period can be given by

where Ts is the switching period, and ta can be given by



Using (3.4) and (3.5), the average value of phase A pole
voltage is given by

The pole voltage of phase A averaged over a switching
period is proportional to the normalized reference signal.
Similarly, phases B and C pole voltages averaged over a
switching period are proportional to their respective
normalized reference signals. If the reference signal is
sinusoidal varying, the average pole voltage will also have
sinusoidal variation. If the switching period is very small
compared to the fundamental cycle, , the
fundamental component of the three-phase pole voltage will
be equal to the required three-phase balanced output
voltage given by (3.2).

Equation (3.6) is valid for ma<1. Therefore, the
maximum value of the peak voltage Vm for the ac-side
output voltage that can be obtained from this method is
Vdc.

3.2.2 Space Vector PWM

The space vector finds its usage in explaining the rotating
magnetic field due to three-phase balanced sinusoidal
excitation current in the three-phase sinusoidal distributed
winding in an ac machine [5]. The space vector, defined by
its α- and β-components, describes the sinusoidal
distribution of a variable in ‘space’. For a three-phase
variable (voltage, current, or any other electrical variable),
the space vector is defined by



where α and β subscript describe the α- and β-components
of the space vector.

The voltage space vector components of the desired
three-phase output voltage can be obtained by replacing
(3.2) in (3.7), as given by

If the locus of the tip of the voltage space vector is plotted
using (3.8) with respect to time, a circle is obtained.
However, the two-level inverter cannot generate these
voltage vectors. The space vectors that can be generated by
the inverter can be obtained by replacing the voltage levels
of the switching states of Table 3.1 in (3.8). The resultant
space vectors form the space vector diagram (SVD), as
shown in Figure 3.4 [6]. The space vectors V1–V6 have the
magnitude of 2Vdc, and their tips are located at the corner
of a hexagon displaced by 60°. These vectors are called
active vectors. The space vector corresponding to two
remaining switching states (+ + +) and (− − −) has zero
magnitude. Therefore, it is known as zero vector. In other
words, the zero vector can be realized by two switching
states (it has two redundancy), and the active vectors can
be realizes by a unique switching state. The active vectors
divide the SVD into six sectors identified by roman letters
I–VI in Figure 3.4.



Figure 3.4 Space vector diagram of a two-level inverter

The vertices of a sector are the tip of the two active
vectors and the zero vector. These vectors are used to
approximate the desired voltage space vector, referred to
as the reference vector. The reference vector can be
obtained by sampling the reference signals of (3.3) in the
switching period Ts and replacing the three-phase sampled
reference signals in (3.7) after multiplying with Vdc. If the
reference vector tip lies in sector I, the reference vector is
approximated by applying the active vectors (V1 and V2)
and zero vector (V0). The active vectors, V1 and V2, are
realized by applying switching states (+ − −) and (+ + −),
respectively, and the zero vector V0 is realized by applying
a combination of switching states (+ + +) and (− − −). The
time for which these switching states need to be applied
depends on the magnitude and angle of the desired
reference vector, and it is known as the dwell time for that
particular switching state. The dwell times for the
switching states (+ − −) and (+ + −) are given by



respectively. Vref and θ are the magnitude and angle of the
reference vector. The dwell time T1 and T2 are determined
by equating the average of the α- and β-components of the
active vectors, V1 and V2, to the α- and β-components of the
desired reference vector, respectively. The remaining time
in the switching period is used for the application of the
switching states (+ + +) and (− − −) to realize the zero
vector. In conventional SVPWM, the dwell time for state (+
+ +) (T7) and for state (− − −) (T0) are equal, as given by

After the dwell time calculation, the sequence in which
switching states need to be applied should be identified.
The sequence of the application of the switching states is
(− − −)→(+ − −)→(+ + −)→(+ + +) and reverse. This is
same as the sequence for the SPWM as shown in Figure
3.3. For the reference vectors lying in different sector,
different switching states will be used in conventional
SVPWM which is shown in Table 3.2. The important points
which are used to identify the sequence are

Three nearest vectors: Each switching sequence has
the three nearest vectors from the tip of the desired
reference vector.
Single-phase transition: In a switching sequence, each
transition involves transition of only one phase, e.g. in
the first row of Table 3.2, (− − −)→(+ − −) transition
has only phase A transition from −Vdc to +Vdc, (+ −



−)→(+ + −) transition has only phase B transition from
−Vdc to +Vdc, and so on.

After the switching states and their sequence to be applied
are identified, the time for which each switch of the two-
level inverter should be turned on can be calculated. For
the reference vector in sector I, the times for which top
switches of phase A, B, and C are turned on are given by

respectively. The times for which bottom switches of phase
A, B, and C are turned on can be calculated by subtracting
(3.11) from Ts.

Table 3.2 Switching sequence for SVPWM

Sector Switching sequence

I (− − −)→(+ − −)→(+ + −)→(+ + +) and reverse

II (− − −)→(− + −)→(+ + −)→(+ + +) and reverse

III (− − −)→(− + −)→(− + +)→(+ + +) and reverse

IV (− − −)→(− − +)→(− + +)→(+ + +) and reverse

V (− − −)→(− − +)→(+ − +)→(+ + +) and reverse

VI (− − −)→(+ − −)→(+ − +)→(+ + +) and reverse

Although (3.9) and (3.10) calculate the dwell times for
the switching state for vectors in sector I, they can be used
for other sectors as well, as the space vector diagram has
6-fold symmetry. To use (3.9) for other sectors, the
reference vector angle, θ, should be replaced with the
angle between the reference vector and the active vector
which form the side of the subsector. As an example, if the
reference vector lies in sector II, as shown in Figure 3.5,



the dwell time of vector V2 and V3 is given by T1 and T2,
respectively, if angle θ is replaced with θ′ (θ′ = θ−π/3) in
(3.9). After finding the dwell times, the switching sequence
need to be used is given by Table 3.2, and the duty cycle of
each switch can be found using the approach of (3.11).
Similarly, the dwell time of the active vectors for the
reference vectors lying in other sectors can be found.

Figure 3.5 Angle calculation for dwell time calculation for

the reference vectors lying in sector II

The maximum value of the reference vector amplitude
that can be approximated using this method is equal to the
radius of the circle that can be inscribed by the hexagon of
the SVD, as shown in Figure 3.6, which is given by

Using (3.8) and (3.12), it can be said that the maximum
value of the modulation index that can be used with the



SVPWM is equal to

Therefore, the maximum value of the peak voltage Vm for
the ac-side output voltage that can be obtained from
SVPWM method is 15.47% higher than that of the SPWM
method. Therefore, the dc-link utilization of the two-level
inverter is better in the SVPWM method compared to the
SPWM method.

Figure 3.6 Maximum value of the reference vector

amplitude for SVPWM method

In summary, the following steps are required to
implement the SVPWM method:

Calculate the reference vector magnitude and angle.
Identify the sector in which the reference vector lies.
Find the corresponding value of θ.
Calculate the dwell times using (3.9) and (3.10).
Find the duty cycle of each switches of the two-level
inverter.



The abovementioned steps require calculation of the
magnitude, angle, dwell times, etc. These operations
require multiplication, division, square root, etc., which are
difficult to implement using analogue circuits and may take
a lot of computation time in digital implementation. To
simplify the implementation, a carrier-based
implementation method is described in the following
subsection.

3.2.3 Carrier-based implementation of

SVPWM

This method is similar to the SPWM method of comparison
where the reference signals are compared with the carrier
signal. However, the reference signals are modified by
adding a common-mode offset [7] in a way that
fundamental component of the line-line voltage remains
unchanged. In addition, the modified reference signals
ensure the equal dwell time of the switching states to
realize the zero vector, as given by (3.10). To find the
required common-mode offset, it is required to analyse the
switching states applied in the SPWM method. For that, the
pole voltage and switching state diagram of the SPWM
method is repeated again in Figure 3.7. According to this,
the dwell time for the switching state (+ − −) is given by

ta is given by (3.5). Similarly, tb can be calculated.
Replacing ta and tb in (3.14) yield



Figure 3.7 Pole voltage and corresponding switching states

Similarly, the dwell time for the switching state (+ + −)
is given by

Although T1 and T2 from (3.9) and from (3.15) and (3.16)
are derived using two different methods, it can be shown
that both set of equations are same by replacing (3.3) in
(3.15) and (3.16). However, the dwell times of (− − −) and
(+ + +), T0 and T7, are not equal which was the case with
the SVPWM method, but the sum of dwell times of (− − −)
and (+ + +) can be given by



To make T0 = T7, the reference signals should be modified
in two steps. The first step is addition of

to the reference signals of (3.3) which will yield the
reference signals and the pole voltages as shown in Figure
3.8(a). In other words, the three-phase reference signals
are shifted up in a way that the phase A modified reference
signal is equal to the positive peak value of the carrier
signal. This step will make the dwell time of (− − −) equal
to zero without changing the dwell times of (+ − −) and (+
+ −). After this, it is required to shift the reference signals
down in way that the dwell times of (− − −) and (+ + +)
are equal. This can be done by addition of

to the reference signal obtained after addition of (3.18).
The resultant reference signals and the switching states are
shown in Figure 3.8(b). This step yields T0 = T7.



Figure 3.8 The reference signals and pole voltages after

addition of (a) (3.18) and (b) (3.18) and (3.19)

In summary, if a common-mode offset, which is
calculated from the abovementioned steps, is added to the
reference signals of (3.3), the dwell times of (− − −) and (+
+ +) can be made equal. The total common-mode offset to
be added to the sinusoidal reference signals for
implementing the SVPWM method is given by

The abovementioned common-mode offset is valid for
the reference signals having the reference vector angle
between 0° and 60°, for which phase A(C) reference signal



has the maximum (minimum) value among the three-phase
reference signals.

To find a general equation of the common-mode offset,
the symmetry of the three-phase reference signals should
be understood. If the reference signals are sampled at any
instant, one of the reference signal value will have
maximum value and one of the reference signals will have
minimum value among the three signals. From the
symmetry of the reference signals, as shown in Figure
3.2(a), it can be seen that the waveform of the maximum,
middle, and minimum values of the reference signals for
0°–120° is same as that for 120°–240° and 240°–360°. In
addition, if the reference signals from 0° to 120° is
considered, it can be seen that the waveforms of the
maximum, middle, and minimum values are the mirror
image of itself around 60°. Therefore, the general equation
of the common-mode offset can be found by replacing vA,ref
and vC,ref with vmax and vmin, respectively, as given by

where

In summary, the SVPWM method can be carrier-based
implemented by using the following steps:

Sample the three-phase reference signal given by (3.3).
Sort the sampled signals and find vmax and vmin. using
(3.22).
Find the common-mode offset using (3.21).



Add the common-mode offset to the reference signals
which yield the modified reference signals as given by

where x = {A, B, C}.
Using the abovementioned approach, the modified

reference signals and the common-mode offset are shown
in Figure 3.9 for ma = 1. If compared with the
implementation of the SVPWM method discussed in Section
3.2.2, this method requires sorting, addition, and
comparison operations as compared to operations of
multiplication, division, square root, etc. Therefore, this
method is very simple and efficient to implement.

Figure 3.9 The reference signal for carrier-based

implementation of the SVPWM method for ma = 1



3.3 Three-phase multilevel inverter

The two-level inverter is the most common topology used
for three-phase ac machine. However, this inverter
topology is typically used for low power applications. For
high-power applications, three-phase multilevel inverters
are used. Several topologies are proposed for the multilevel
inverter [8]. The most common topology among those
topologies is the neutral-point-clamped (NPC) three-level
inverter, as shown in Figure 3.10 [9]. This inverter consists
of two capacitors connected in series as the dc-link, and the
midpoint of the capacitors (O), also known as the neutral-
point, is connected to the midpoint of the inverter legs. The
main advantages of the NPC three-level inverter are

Reduced voltage stress on the device.
Reduced line current total harmonic distortion (THD).
Reduced electromagnetic interference (EMI).
Increased efficiency.
Reduced ac side filter.



Figure 3.10 Neutral-point-clamped (NPC) three-level

inverter

If a leg of the NPC three-level inverter is considered, as
shown in Figure 3.11, the pole voltage can have three-
levels: +Vdc, 0, and −Vdc. Different pole voltages and
corresponding state of switches are listed in Table 3.3. It
can be seen that when the switch Sx1 (Sx2) is turned on,
switch Sx3 (Sx4) is turned off. Therefore, if the gate signals
for Sx1 and Sx2 are known, the gate signals for Sx3 and Sx4
can be determined by inverting those signals. Therefore,
only two signals are needed to apply a certain pole voltage
level among three levels. At different voltage levels, the
inverter should be capable to supply the current in both
directions, out of and into the pole terminal. The direction
of the current and corresponding devices that are in
conduction are shown in Figure 3.12. The red and blue
lines show the current direction, respectively, out of and
into the pole terminal. It should be noted that two devices
are conducting at any point of time.



Figure 3.11 A leg of the three-level NPC inverter

Table 3.3 Pole voltage and corresponding state of the

switches



Figure 3.12 Different pole voltage level and current paths

As the pole voltage can have three levels, there are 33 =
27 switching states which can be obtained by all possible
connection in the three-level inverter as compared to eight
switching states in case of two-level inverters, as given in
Table 3.4. Each switching state is denoted by a combination
of 0, 1, and 2, where 0, 1, and 2 represent the voltage level
−Vdc, 0, and +Vdc, respectively.

Table 3.4 Switching states and corresponding pole

voltages of three-level inverter



As compared to the two-level inverter, the three-level
inverter have more number of switching states and voltage
levels. Due to this, the three-phase output voltage of the
three-level inverter is expected to have less harmonic
distortion. However, the modulation of the three-level
inverter is more complicated than that of the two-level
inverter. Several PWM methods are available in the
literature. Among them, the SPWM method and SVPWM
method are the most popular method. These method are
discussed in the following subsection.

3.3.1 Sinusoidal PWM



The SPWM for the three-level inverter is based on the
comparison of sinusoidal reference signals, as given by
(3.3), with two high-frequency carrier signals [10]. The
reference signals are sampled and assumed to be constant
for the carrier cycle, and the carrier signals are level-
shifted as shown in Figure 3.13. The comparison between
sampled phase x reference signal, and carrier 1 (carrier 2)
decides the state of the switch Sx1 (Sx2). If the reference
signal is greater than the carrier 1 (carrier 2), Sx1 (Sx2) is
turned on. The gate signal of Sx3 (Sx4) can be found by
inverting the gate signal of Sx1 (Sx2). A phase reference
signal, carrier signals, corresponding gate signals, and
corresponding pole voltage are given in Figure 3.13. The
three-phase reference signals and high-frequency carrier
signals for a fundamental cycle are shown in Figure 3.14. If
the three-phase reference signals are sampled in a carrier
cycle (switching period) and compared with the carrier
signals which result in the gate signals as discussed above,
the corresponding phase pole voltages are shown in Figure
3.15. The resultant switching sequence is (1 1 0)→(2 1
0)→(2 1 1)→(2 2 1) and reverse.



Figure 3.13 A reference signal, carrier signals,

corresponding control signals, and the pole

voltage for the switches of a phase for the three-

level NPC inverter



Figure 3.14 Three-phase reference signals and carrier

signals for the three-level NPC inverter



Figure 3.15 Carrier signals, reference signals, and

corresponding pole voltage for the three-level NPC

inverter

From Figure 3.15, the pole voltage of phase A averaged
over a switching period is given by

In general, the pole voltage for a phase averaged over a
switching period is given by

The pole voltages averaged over a switching period is
proportional to the corresponding phase reference signals.



The same results are obtained in the case of the two-level
inverter. However, the instantaneous values of the pole
voltages are not the same. The pole voltages in the two-
level inverter have transition between +Vdc, and −Vdc. On
the other hand, the pole voltages in the three-level inverter
have transitions between either +Vdc and 0 or 0 and −Vdc.
Therefore, the harmonic distortions in the line voltage and
line current are reduced. As the voltage transition in
switching operation (turn-on or turn-off) is reduced, the
switching losses are also reduced. However, as discussed in
the previous section, two devices are conducting at any
voltage level. This means that the conduction losses are
higher than that of the two-level inverters. Therefore, the
efficiency of the three-level inverter is expected to be
higher than that of the two-level inverter at high switching
frequency operation.

The maximum value of modulation index of the
reference signals that can be used to generate the ac-side
voltage is 1 for the SPWM as achieved in case of the two-
level inverter.

3.3.2 Space vector PWM

Using the definition of the space vector in (3.7), the
switching states and their corresponding voltage vectors
are shown in Figure 3.16. The space vector diagram of the
three-level inverter has six large vectors (VL1–VL6)
(identical to that generated by the two-level inverter), six
medium vectors (VM1–VM6) with no redundancy, six small
vectors (VS1–VS6) with two redundancy whose tips are
marked with big solid dots, and a zero vector (VZ) with
three redundancy. The space vector diagram can be divided
into six sectors (identical to that of the two-level inverter).
Furthermore, each sector can be divided into four
subsectors, marked as a–d in sector I, whose corners are



defined by the tip of the converter space vectors. Several
methods to implement SVPWM are proposed [11–13].

Figure 3.16 Space vector diagram for the three-level

inverter

To understand the space vector PWM method for the
three-level inverter, the space vector diagram can be
visualized as a combination of small hexagons, centred at
the small vectors (VS1–VS6) with two redundant switching
states, which are marked with big solid dots, as shown in
Figure 3.17 [13]. Each small hexagon can be considered as
the space vector diagram of a two-level inverter with
reduced dc-link voltage of Vdc. The small hexagon where
the tip of the reference vector lies should be considered for
the SVPWM method. After the identification of the small
hexagon, a sector of the small hexagon, which is the
reduced two-level space vector diagram, should be
identified. If one small hexagon is considered, it can be
seen that it has six small sectors which are the subsectors
of the original three-level inverter space vector diagram. In
addition, the centre of the small hexagon has two
redundant switching states, which is analogous to two



switching states to realize the zero vector in the two-level
inverter.

Figure 3.17 Visualization of the three-level space vector

diagram as a combination of two-level space

vector diagram with reduced dc-link voltage

For the SVPWM method, it is necessary to identify the
centre with two redundant switching states for a given
reference vector whose αβ-components are found from the
reference signals and (3.7). For SVPWM, the vector with
two redundant switching states is chosen as the centre
which is closest to the reference vector. If a reference
vector Vref, as shown in Figure 3.18, is considered, it lies in
a subsector whose two corners are tip of VS1, VS2, and VM1.
It can be seen that the reference vector is closest to VS2.



Therefore, VS2 should be chosen as the centre, and the
small hexagon with VS2 as the centre should be chosen for
further calculation of SVPWM method. To identify the
nearest centre in sector I, a line joining the tips of the zero
vector and the middle vector (VM1) is drawn. If the tip of
the reference vector lies in the triangle formed by tips of
VZ, VM1, and VL2 (VZ, VM1, and VL1), the centre should be
VS2 (VS1). In general, the space vector diagram of the
three-level inverter can be divided into six sections by the
lines joining the zero vector and middle vectors as shown in
Figure 3.18 to identify the unique small vector whose tip
can be considered as the centre of the two-level space
vector diagram with reduced dc-link voltage. This unique
small vector is referred to as the pivot vector.

Figure 3.18 Pivot vector selection for the three-level

SVPWM method (a) for Sector I (b) in SVD

After the pivot vector is identified, it is subtracted from
the reference vector. The resultant vector is the modified
reference vector of the two-level space vector diagram with
reduced dc-link voltage. This modified reference vector can



be used to identify the dwell time of the switching states
which can be applied by the three-level inverter. As an
example, the reference vector (Vref), as shown in Figure
3.19, is considered. The pivot vector for the reference
vector is VS2, which is subtracted from the reference vector
to get the modified reference vector as given by

After finding the modified vector, the switching states used
to realize the reference vector are identified. The switching
states are that of the three nearest vectors. For the
reference vector Vref, the three nearest vectors are VS1,
VM1, and VS2 among which VS1 and VS2 have two redundant
switching states. To approximate Vref, both redundant
switching states of VS2 are used as VS2 is the pivot vector.
Besides these switching states, one of the redundant
switching states of VS1 and the switching state to realize
VM1 are used. To find the switching state to realize VS1, it is
important to consider the possible switching sequences
with both redundant switching states of VS1. For Vref, the
possible switching sequences are

1. (110)→(210)→(211)→(221) and reverse if (211) is used
to realize VS1.

2. (110)→(210)→(100)→(221) and reverse if (100) is used
to realize VS1.

To find the switching sequences to be applied between the
abovementioned possible sequences, the constraint of only
one phase transition in each switching state transition
should be met. Therefore, the switching sequence for
approximating Vref is the first one where (211) is used to



realize VS1. The second switching sequence has two phase
transitions for switching state transition of (210) to (100),
phase A changes from 2→1 and phase B changes from 1→0.
Therefore, this sequence is not recommended. Using
similar analysis, the switching sequence for any reference
vector can be found.

Figure 3.19 Reference vector, pivot vector, and modified

reference vector

After the sequence is decided, it is required to calculate
the dwell time of each switching state. For this, the
magnitude and angle of the modified reference vector is
required. If the angle between the modified reference
vector and VM1 is given by θm, as shown in Figure 3.20, the
dwell times of VM1, realized by (210), and VS1, realized by
(211), can be given by

respectively. Equation (3.27) is similar to (3.7) with
denominator term of 2Vdc in (3.7) is changed to Vdc



because (3.27) is for the two-level space vector diagram
with reduce dc-link voltage of Vdc.

Figure 3.20 Modified reference vector magnitude and angle

for dwell time calculation

The dwell times of the switching states (110) and (221)
are given by

The dwell times of (110) and (221) are kept equal as
they correspond to the redundant switching states of the
pivot vector whose tip is the centre of the two-level space
vector diagram with reduced dc-link voltage. (Please note
that the redundant switching states of the zero vector of
the two-level space vector diagram have equal dwell times
in the SVPWM method of the two-level inverter.) Using the
dwell times given by (3.27) and (3.28), the duty cycles of
individual switches can be found.

In summary, the implementation of the SVPWM for the
three-level NPC inverter requires the following steps:

Identification of the pivot vector.
Find the modified reference vector, using (3.26), which
corresponds to the space vector diagram of the two-



level inverter with reduced dc-link voltage centred at
the pivot vector.
Find the switching sequence which meets the
constraint of only one phase transition in each
switching state transition.
Find the dwell times of the switching states from (3.27)
and (3.28).
Using the dwell times, find the duty cycle of each
switch.

As the large vectors of the three-level SVD are identical to
the space vectors of the two-level SV diagram, the
maximum value of the modulation index that can be
realized by the three-level SVPWM method is same as that
of the two-level inverter and given by (3.13).

The abovementioned steps to implement the SVPWM
method require mathematical operations such square root
and division. This operations are difficult to implement in
analogue as well as discrete domain. Therefore, it is
important to find a simplified implementation method of the
SVPWM similar to the carrier-based implementation of the
two-level SVPWM method. There are several methods
proposed in the literature to carrier-based implement the
three-level SVPWM method. One such method is discussed
in the following subsection.

3.3.3 Carrier-based implementation of the

three-level SVPWM [14]

As mentioned earlier, the first step for the SVPWM method
is to identify the pivot vector with two redundancy which is
nearest to the reference vector. To find the pivot vector,
the reference vector in sector I is considered, as shown in
Figure 3.18(a). The pivot vector can be found if the angle of
the reference vector, θ, is known. If θ<30°, the pivot vector



is VS1, otherwise it is VS2. However, this requires the
calculation of the reference vector angle from the reference
signals of (3.3) using (3.7). To reduce the computation
complexity of calculating angle, a method to find the pivot
vector without calculating the angle is described in the
following. For that, the equation of the line joining the tip
of the middle vector VM1 with coordinates (3Vdc/2, √3Vdc/2)
to the zero vector VZ with coordinates (0,0) is found in
terms of the αβ-components of the voltage space vector, vα

and vβ, and it is given by

Using (3.2), (3.3), (3.7), and (3.29), the tip of the reference
vector will lie on the line joining the tip of VM1 and the zero
vector VZ if

It can be deduced from (3.30) that the region of sector I
which corresponds to θ<30° can also be identified by

and the region of θ>30° of sector I can be identified by

Therefore, if vB,ref<0, the pivot vector is VS1, otherwise it is
VS2. In this way, the pivot vector can be identified using the



reference signal of phase B without calculating the angle of
the reference vector.

As the reference vector under consideration corresponds
to vB,ref>0, the pivot vector is VS2. After identifying the
pivot vector, the pivot vector is subtracted from the
reference vector to get the modified reference vector as
given by (3.26). The modified reference vector can be
represented in terms of its αβ-components as given by

To find the αβ-components of the modified reference
vector, the αβ-components of the reference vector and VS2
are required. The reference vector αβ-components can be
found by replacing (3.2) in (3.7), and the αβ-components of
VS2 can be given by

The αβ-components of VS2 can be obtained by applying
(3.7) with the phase voltages (vA, vB, vC) = (Vdc/2, Vdc/2,
−Vdc/2), as shown in (3.34). These phase voltages can be
obtained by averaging the pole voltages, (0, 0, −Vdc) and
(Vdc, Vdc, 0), that is applied by the switching states which
are required to realize the pivot vector VS2 (110) and (221),
respectively.

From (3.2), (3.7), (3.33), and (3.34), the αβ-components
of the modified reference vector is given by



If (3.35) is compared with (3.7), the desired modified
voltage signals corresponding to the modified reference
vector ( ) which corresponds to the two-level space vector
diagram with reduced dc-link voltage of Vdc are given by

If the reference vector angle is less than 30°, vB,ref < 0.
Therefore, the pivot vector will be VS1. This means that
switching states (100) and (211) will be used to realize the
pivot vector. The αβ-components of VS1 can be obtained if
the phase voltages (vA, vB, vC) = (Vdc/2, −Vdc/2, −Vdc/2),
which is the average of the pole voltages that can be
achieved by (100) and (211). Using the abovementioned
approach of calculating the αβ-components of the modified
reference vector and comparing it with (3.7), the modified
voltage signals corresponding to the modified reference
vector ( ) can be written as



From (3.36) and (3.37), it is clear that the equations of the
modified voltage signals for phases A and C, which has
maximum and minimum values, respectively, among the
three-phase voltages during 0°<θ<60°, are same. However,
phase-B-modified voltage signals in (3.36) and (3.37) are
not same. From (3.36) and (3.37), it can be concluded that

These modified voltage signals can be considered as the
desired voltage signals of a two-level inverter with reduced
dc-link voltage of Vdc. If the symmetry of the three-phase
reference signals, as discussed in Section 3.2.3, is
considered, and the voltage signals are normalized, a
general expression of the modified reference signals can be
obtained by replacing vA,ref, vB,ref, and vC,ref with vmax, vmid,
and vmin, respectively, in (3.38) which yield



From (3.39), it can be said that 1/2 is subtracted from the
positive reference signals and added to the negative
reference signals to get the modified voltage signals. This
modified reference signals correspond to a two-level
inverter with reduced dc-link voltage of Vdc. Due to reduced
dc-link voltage, the carrier signals should also be modified
accordingly to get the same dwell time. If 0.5 is subtracted
from the positive carrier signal (carrier 1) and 0.5 is added
to the negative carrier signal (carrier 2), the resultant
carrier signals will be identical with positive and negative
peak of 0.5 and −0.5, respectively, as shown in Figure 3.21.
The corresponding modified reference signals are also
shown. These signals correspond to the original reference
signals of Figure 3.15(b) where phases A and C have
maximum and minimum values, respectively, among the
three signals. However, the modified reference signals do
not follow the same trend. Among the modified reference
signals, phase A has the maximum value, but phase B has
the minimum value instead of phase C. Therefore, resorting
of the reference signals is required to find the common-
mode offset which is required to be added to the two-level
reference signals for carrier-based implementation of the
SVPWM method which is given by (3.21).



Figure 3.21 Carrier signals and reference signals for

modified reference signals

In this case, the common-mode offset is given by

where

The reference signals obtained after the common-mode
offset is added to the modified reference signals are the
reference signals which can be used to carrier based
implement the SVPWM method for two-level inverter with
reduced dc-link. To get the final reference signals for the
three-level SVPWM method, 0.5 is added to (subtracted
from) the modified reference signal from which it was
subtracted from (added to) in (3.39). Therefore, in the
above example, the final reference signals can be given by



Replacing  after normalizing (3.36) in (3.42)

Although (3.43) is derived for the reference signals as
shown in Figure 3.15(b), it can be easily shown that (3.43)
is valid for the reference signals sampled at any instant. In
summary, the procedure for carrier based implementation
of the SVPWM method for the three-level inverter is given
in the following:

Sample the three-phase reference signal given by (3.3).
Sort the sampled signals and find vmax and vmin using
(3.22). The remaining phase reference signal is vmid.
Find the modified reference signal using (3.39) which
corresponds to the reference signals of the two-level
inverter with reduced dc-link voltage Vdc.
Sort the modified reference signals and find and 
using (3.41).
Find the common-mode offset from (3.40).
Add the common-mode offset to the original reference
signals of step 1 to get the final reference signals, as
given by (3.43).

It is clear from the above discussions that this
implementation method requires the operations of sorting,



averaging, and addition as compared to the operation of
square root, division, etc., which are required by the
SVPWM method discussed in Section 3.3.2. Therefore, the
carrier-based implementation of SVPWM is simple, fast,
and easy to implement. The original and final reference
signals for phase A and the common-mode offset for the
three-level inverter calculated from the abovementioned
approach are shown in Figure 3.22 for ma = 0.9 and
1.1547. The maximum modulation index that is possible
with this method is 1.1547. If the reference signal
modulation index is more than that, the final reference
signals may have value more than 1 which is outside the
range of the carrier signals and thus not feasible with this
method.



Figure 3.22 Phase A original reference signal, final

reference signal, and common-mode offset for (a)

ma = 0.9 and (b) ma = 1.1547

3.3.4 Neutral-point voltage control

Typically, the inverters are fed by a single dc supply. The
dc supply is connected between the positive and negative
terminal of the dc-link. Therefore, the potential of those two



points are decided by the dc supply. However, the neutral-
point O is connected to the mid-points of the inverter legs,
and its potential is affected by the pole voltages of the
inverter legs and the ac side load. For proper operation of
the three-level NPC inverter, it is necessary that the
potential difference between the positive dc-link terminal
and the neutral-point (vPO) should be equal to that between
the neutral-point and the negative dc-link terminal (vON).
To maintain vPO = vON = Vdc, the neutral-point current (iO)
which is defined as the sum of the currents flowing into the
neutral-point from the mid-points of the inverter legs, as
shown in Figure 3.23, should be zero. However, this may
not be the case if switches Sx2 and Sx3 of a particular phase
are turned on, and that particular phase current will
contribute to the neutral-point current.

Figure 3.23 Neutral-point-clamped (NPC) three-level

inverter

To find an expression of the neutral-point current, it is
required to find the time for which a phase is connected to
the neutral-point which can be found from Figure 3.15 [15].



Using that, the neutral-point current averaged over a
switching period can be given by

where iA, iB, and iC are the ac-side phases A, B, and C
currents, respectively, of the three-level NPC inverter
flowing out of the poles. The phase currents are assumed to
be constant during the switching period. The duty cycles
dA, dB, and dC are the duty cycle corresponding to the time
for which phases A, B, and C are connected to positive or
negative terminals of the dc-link which can be found in
terms of the reference signals, as given by

where x = {A, B, C}.
Equation (3.45) is derived for the SPWM method.

However, this can be used for the SVPWM method if the
reference signals are replaced with the final reference
signals which can be obtained by the method discussed in
Section 3.3.3. In general, (3.45) can be written as

Using (3.44) and (3.46), the averaged neutral-point current
is given by



In steady state, the averaged neutral-point current
depends on the modulation index, PWM method, phase
current amplitude, and the power factor angle. The
averaged neutral-point current for ma = 0.9 with three-
phase balanced load currents with rms amplitude of 15 A
and power factor angle of 30° for SPWM and SVPWM
method are given in Figure 3.24. It can be seen that the
neutral-point averaged over a fundamental cycle is zero for
both the SPWM and SVPWM methods. In addition, the
neutral-point current averaged over a switching period has
frequency equal to three times the fundamental frequency.
This causes a voltage ripple at the neutral-point which also
has the same frequency. To limit the voltage ripple under a
given specification, the capacitance of the dc-link capacitor
should be chosen accordingly.



Figure 3.24 Neutral-point current averaged over a

switching period for (a) SPWM and (b) SVPWM for

ma = 0.9

For the neutral-point current of Figure 3.24, the
capacitance value for the top and bottom dc-link capacitors
is 560 μF for the SPWM method and 310 μF for the SPWM
method for 30  V peak–peak voltage ripple at the neutral-
point for Vdc = 300 V dc-link voltage for ma = 0.9.



In steady-state, as the neutral-point current averaged
over a fundamental cycle is zero, the potential of the
neutral-point will remain unchanged over the fundamental
cycle. However, due to the nonidealities of the system, such
as the dead-time, unbalanced loading conditions, or
transients, the neutral-point voltage may change.
Therefore, it is required to control the neutral-point
voltage. Several neutral-point voltage controllers for this
purpose are proposed in literature. Most of these methods
use the common-mode offset as the control variable. The
common-mode offset affects the neutral-point current
which in turn affects the neutral-point voltage. Therefore,
the neutral-point voltage controller output is considered as
the common-mode offset and added to the reference
signals. To design the controller which modifies the
common-mode offset to control the neutral-point voltage, it
is required to find a mathematical model which describes
the dynamic behaviour of the neutral-point voltage. For
this, the equation of the neutral-point current as a function
of the common-mode offset is required which can be
derived using (3.47). From (3.47), the neutral-point current
is the sum of three components, and each component
corresponds to the contribution of each phase to the
neutral-point current. The neutral point current averaged
over a switching period because of phase A is given by

If the common-mode offset is a dc value, the final reference
signals will be as given by Figure 3.25 [16]. The neutral
point current averaged over a fundamental period can be
given by



It can be seen that the neutral point current averaged over
a fundamental period depends on the dc common-mode
offset ( ), modulation index (ma), ac current amplitude
(Im), and its power factor angle (ϕ). In addition, the
constraint for which (3.49) is valid is given by

If the abovementioned constraint is not met, the final
reference signal will be more than the carrier signal, and
the linear relation between average pole voltage and the
reference signals will not be true.



Figure 3.25 Final reference signal for a dc common-mode

offset

The neutral-point current contribution due to phases B
and C can be found by similar analysis. It can be derived
easily that these current contributions will be same as that
of phase A because the added common-mode offset, current
amplitude, modulation index, and power factor angle are
the same. These individual phase contribution towards the
neutral point current should be added to find the total
neutral-point current averaged over a fundamental cycle
which is equal to three times of the current derived in
(3.49), as given by

Once the neutral-point current is derived, the neutral-point
voltage can be found by considering the equivalent circuit
of the dc-link side of the three-level NPC inverter, as shown
in Figure 3.26. Using the circuit, the Kirchhoff’s Current
Law is applied to the neutral-point which results in

where idc1 and idc2 are the currents through the top and
bottom dc-link capacitors, respectively. Replacing the
average neutral-point current of (3.51) in (3.52) and
expressing the capacitor currents as function of dc-link
capacitor voltages yield



where vdc1 and vdc2 are the voltages across the top and
bottom dc-link capacitors. The left-hand side of (3.53)
consists of the difference of the top and bottom dc-link
voltages which should be maintained to zero.

Figure 3.26 Equivalent circuit of the dc-link to find the

neutral-point voltage deviation

The dynamic equation of the neutral-point voltage
difference, as given by (3.53), is a non-linear equation.
Therefore, a linearized model describing the dynamic
behaviour of the neutral-point voltage difference for small
ac perturbations about a dc operating point should be
derived. The model can be considered as a linear model,
and linear control system theories can be used to design
the controller. For deriving the linearized model, small ac
perturbations denoted by ‘~’ are added to the dc operating
point values of variables which are denoted by capital
letters, as given by



The dc operating point value of the system governed by
(3.53) has =0 as the system is expected to have balanced
dc-link voltages inherently.

Replacing the variables of (3.54) and the dc operating
point values in (3.53),

The second-order terms are neglected to find (3.55) which
is the linearized small-signal model. It describes the
dynamic small-signal behaviour of the neutral-point voltage
deviation about the dc steady-state operating point.
Equation (3.55) can be used as the plant model to design
the controller using the linear control system principles
which need the transfer function of the plant, i.e. the
transfer function of the control variable ( ) to the output (

). The transfer function of plant can be derived by taking
the Laplace Transform of (3.55) and can be given by

The transfer function of (3.56) can be used to design the
controller. To design the controller properly, a control
system block diagram consisting the transfer function of
the plant of (3.56) and the controller is shown in Figure
3.27. The plant transfer function is pure integral function.
Therefore, a simple proportional–integral (PI) controller
may be used as the neutral-point voltage controller.



Figure 3.27 Neutral-point voltage control block diagram

The controller will make sure that both dc-link voltages
are equal, and the neutral-point voltage is balanced. If the
difference has become nonzero due to some disturbance,
the controller will act on the error signal and output a
common-mode offset which will change the neutral-point
current that can be forced into or out of the neutral-point
(O) depending on the error signal. This will charge or
discharge the dc-link capacitors accordingly and maintain
the neutral-point voltage.

The PI controller parameters are chosen based on the
plant transfer function of (3.56). As the transfer function is
a function of operating point values, Im and power factor
cosϕ, the PI controller parameters are designed for that
particular operating point. To make the controller
independent of operating point values, the output of the PI
controller may be divided by Im·cosϕ. The modified control
block diagram is shown in Figure 3.28.

Figure 3.28 Modified neutral-point voltage control block

diagram



The output of the controller discussed above is a dc
offset which is added to the sinusoidal reference signals
with the SPWM method. Similar analysis can be done if the
PWM method is changed. For that, the first step is to find
the neutral-point current as a function of control variable. If
the function is non-linear, it is linearized about an
operating point in the second step. The linearized function
can then be used to choose a controller and its parameters.

3.4 Summary

This chapter presents the most popular dc–ac inverter
topologies, two-level and three-level NPC inverter, used for
the electric drives. It focuses on the SPWM and SVPWM
methods for the two-level and three-level NPC inverters.
The emphasis is given to the implementation aspect of
these PWM methods. It is shown that the SVPWM method
can be implemented in the same way as the SPWM method
with small modification in the sinusoidal reference signals.
Furthermore, the problem of neutral-point voltage
unbalance associated with the three-level NPC inverter is
discussed. A popular method to balance the neutral-point
voltage is also discussed.

List of symbols

vxo Pole voltage across phase x = A, B, C
vA, vB, vC Voltage across three-phases A, B, C
Vm Peak value of the ac voltage waveform
ω Angular frequency of ac voltage waveform
vA,ref,

vB,ref, vC,ref

Reference voltage across three-phases A, B, C

Vdc Voltage at dc link
ma Modulation index



Ts
Switching period

ta On time of the switch
F Space vector
fα fβ α, β components of space vector
vα vβ α, β components of voltage space vector
Vref Magnitude of the reference vector
θ Angle of the reference vector
T1 Dwell time

TA, TB, TC

Turn on time of top switches of phases A, B, C,
respectively

Vref max Maximum value of the reference vector
ma max Maximum value of modulation index
voff Offset voltage

vmax

Maximum voltage among reference voltage
across three-phases A, B, C

vmin

Minimum voltage among reference voltage
across three-phases A, B, C
Common-mode offset to the reference signals

Sx1, Sx2

Upper and lower switches respectively for one
leg in phase x = A, B, C
modified reference vector for a switch in phase
x = A, B, C
Final reference signals in phase x = A, B, C

dx Duty cycles for phases x = A, B, C
dc common-mode offset

Im ac current amplitude
Control variable
Output of the controller

Glossary of terms



Vector

control

The control of current or voltage in any
application as a vector or sum of vectors

Power

electronic

converters

ac–dc or dc–dc or ac–ac converters using power
electronics switches, i.e. thyristors, IGBTs,
MOSFETs

Inverter
A switching circuit used for generation of ac
voltage waveforms

Modulation

index

The ratio of maximum value of the sinusoidal
voltage output to the dc link voltage is referred
as modulation index.

Two-level

inverter

An inverter which connects the phase of the ac
side to two levels of voltage, i.e. the positive dc-
link terminal voltage, if the top device of that
phase is turned on or the negative dc-link
terminal voltage, if the bottom device of that
phase is turned on

Sinusoidal

PWM

(SPWM)

The pulse width modulation (PWM) technique
which involves sinusoidal varying reference
signal for generation of switching signals for
Inverter switches

Multilevel

inverter

An inverter which has more than two levels of
voltage in the output

Pivot

vector

The unique small vector whose tip can be
considered as the centre of the two-level space
vector diagram with reduced dc-link voltage
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Chapter 4 
DC motor drives

Sanjeev Singh
1
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This chapter is intended to provide insight on the design
and development of controllers for DC motors, their
classification and issues related to the control, power
quality improvement and sensors reduction for various
domestic, commercial and industrial applications.

4.1 Introduction

In most of the motive applications, the load has variable
speed or torque and sometimes variable speed and torque,
both. Usually, there exist three broad categories of motive
applications, namely, variable speed, constant torque
applications such as air or refrigerant compressors;
variable torque, constant speed applications such as
escalators and conveyor belts; and variable speed, variable
torque applications such as fans and pumps [1]. The
induction or synchronous motors, most commonly used
motors, operated from conventional AC power sources,
result in almost constant speed [2]. Therefore, to obtain
variable speed operation, there are two choices: to operate



induction or synchronous motors with appropriate drive [3–
5] or to use DC motors with speed control [6–9].

The DC motors suffer from speed limit, noise, wear and
electro-magnetic interference (EMI) problems due to the
use of commutator and brushes [2]. However, with the
advancements in power electronics and digital controllers
[9,10], many applications are relooked from view point of
energy efficiency improvement and ease of control.
Different controller configurations are developed for new
and advanced applications of DC motors while adding many
convenience features to make them spread over the
industrial installations [6–9].

Amongst various DC motors (shunt, series and
compound), shunt motors and the separately excited
motors are mostly preferred for variable speed applications
[2,9]. The speed control of shunt or separately excited DC
motor is controlled in two ranges, i.e., below base speed
and above base speed. Below base speed, the control is said
to be constant torque control because the flux is
maintained at its maximum value and the shaft power is
directly proportional to the speed of the machine. On the
other hand, speed control above the base speed requires
the torque to be variable, because in this region, the motor
has a constant power (i.e., maximum deliverable power).
These controls are conventionally executed as Ward
Leonard control [9], alternatively known as armature
control (below base speed) and field control (above base
speed), respectively. However, efficient and effective
control is obtained using power electronic converters and
digital signal controllers [10].

For such controls, the voltage and current of armature
circuit and field circuit are controlled as per requirement of
the load either in open loop (with visual observation) or in
closed loop (with automated observation or sensors). When
the sensors, actuators, controllers or decision makers and
their configurations are combined together, it is known as a



drive. This chapter discusses diverse options available with
DC motors to operate them in variable speed mode for
various applications.

4.2 Modeling of DC motor

For control of DC motor, it is essential to understand the
basic model of the DC motor [6–9,11]. The basic model is
obtained as mathematical equation from its equivalent
circuit shown in Figure 4.1. The armature and field
windings are represented as series combination of
resistance (Ra and Rf, respectively) and inductance (La and
Lf, respectively), whereas the back-emf of armature is
considered as a voltage source (Eb) connected in series
with Ra and La. The voltage equations for armature and
field circuits (ia and if, respectively), in terms of armature
and field currents, are written as

The back-emf is an emf induced in the rotor windings of the
DC motor due to rotation, measured across the brushes,
represented as a function of flux linkage (φ) and rotor
speed in rounds per minute (N).

where



and

for a given DC motor with p number of poles, a number of
parallel paths in armature, N rpm armature (rotor) speed,
Z number of armature conductors, Bg av average air gap
flux density per pole, τ pole pitch and l pole stack length.

Figure 4.1 Equivalent circuit of a DC motor

The spatial phase difference between the stator and
rotor (armature) magnetic fields in a DC motor is observed
as 90°; therefore, induced voltage due to transformer
action shall be zero between stator field and armature
windings in the absence of magnetic saturation. This
phenomenon facilitates a decoupled control of field and
armature currents (or torque) in a DC motor as an
extraordinary built in feature.

The power across the rotor shall be the product of back-
emf (Eb) and armature current (ia). This power is utilized
for generation of torque (Te) in the shaft connected to rotor



at ω radians per second angular speed. Therefore, the
power (Pe) of the DC motor can be represented as

Using (4.3), (4.6) and (4.7), the relation for torque may be
written as

During steady-state operation of DC motor, assuming that
speed and torque are constant as a result of constant field
and armature currents, (4.1) and (4.2) may be rewritten
while using (4.3) as

Using (4.8), the armature voltage represented in (4.9) is
given as

The speed (N) of the DC motor can be represented as



Equation (4.12) presents that, for a constant torque
operation, the speed of DC motor can be reduced efficiently
by controlling the armature voltage (Va), whereas increase
in speed is obtained by flux (φ) control. The resistance (Ra)
control shall lead to inefficient operation of DC motor.
However, for speed control above base speed using flux
control, the constant power operation is observed which
reduces the torque of the motor.

The inertia (J), frictional torque (B), rotor torque (Te),
rotor speed in round per second (n) and load torque (Tload)
of the DC motor are related as

For constant flux operation of DC motor, i.e., the field
current is constant, (4.6) and (4.8) may be rewritten as

where KE = (Kbφ/2π) and KT = (30Kbφ/π)
Accordingly, (4.1) and (4.13) can be rewritten as

For variable flux operation, (4.1), (4.2) and (4.13) can be
rewritten as



These equations represent model of DC motor under
different operation and used for obtaining simulated
performance under variable load.

4.3 Classification of DC motor drives

The DC motor drives are classified on the basis of circuit
topologies, converters and controllers used for different
configurations. The DC power for these drives is derived
from AC mains utility using various AC–DC converter
configurations. Broadly, the DC motor drives have
configurations with and without transformers as shown in
Figure 4.2. For the drives with power rating less than 5 hp
(3.7 kW), single phase AC supply is preferred. If the voltage
rating of the DC motor is more than the average value of
the AC mains supply voltage, step-up transformers are used
before the AC–DC converters to match the rated voltage of
the DC motor. Further control of voltage is realized using
controlled AC–DC converter as shown in Figure 4.2(a).
Another configuration, as shown in Figure 4.2(b), uses
uncontrolled AC–DC converter commonly known as diode
bridge rectifier (DBR), which gives a constant value of DC
voltage. This DC voltage is converted to a variable DC
voltage using Chopper circuit for constant current
application of DC motors.



Figure 4.2 Configurations of DC motor drives with

transformer: (a) controlled AC–DC converter-fed

DC motor drive, (b) uncontrolled AC–DC converter

– chopper-fed DC motor drive and (c) uncontrolled

AC–DC converter – DC–DC converter-fed DC motor

drive

The uncontrolled AC–DC converter or DBR-based
circuits are also used with various DC–DC converters, to
realize a voltage source converter for variable speed DC
motor drives as shown in Figure 4.2(c).

Single-phase AC mains having 220  V, 50  Hz or  120  V,
60 Hz supply are used without transformers for low power



DC motor applications as shown in Figure 4.3. Similar
reasons, as discussed above, applies for choice of these
configurations also. The uncontrolled AC–DC converter
possesses advantages of reduced control requirements,
which is an inevitable part for controlled AC–DC
converters. For DC motors having power ratings higher
than 5 hp or voltage ratings higher than 400 V, three-phase
AC–DC converter configurations are used.

Figure 4.3 Configurations of DC motor drives without

transformer: (a) controlled AC–DC converter-fed

DC motor drive, (b) uncontrolled AC–DC converter

– chopper-fed DC motor drive and (c) uncontrolled

AC–DC converter – DC–DC converter-fed DC motor

drive



The classification of AC–DC (controlled and
uncontrolled) converters, choppers and DC–DC converters
which can be used for DC motor drives (Figures 4.2 and
4.3) are presented in Figures 4.4–4.7. In the case of
choppers, regenerative braking is one of the most desired
phenomena for the traction control applications. It is
realized using two or four quadrant choppers. Similar
converter configurations are used for control of field
winding voltage and currents, as and when required in any
application. DC–DC converter-based configurations can also
be used for power quality improvement at AC mains while
applying appropriate controller in almost all applications.

Figure 4.4 Classification of controlled AC–DC converters for

DC motor drives



Figure 4.5 Classification of uncontrolled AC–DC converters

for DC motor drives

Figure 4.6 Classification of chopper configurations for DC

motor drives



Figure 4.7 Classification of DC–DC Converter

configurations for DC motor drives

4.4 Converters for DC motor drives

The circuit topologies of controlled AC–DC converters as
per classification presented in Figure 4.4 segregates single-
phase converters and three-phase converters. There are
full-controlled and semi-controlled circuits specifically in
the bridge topology which are based on the replacement of
a pair of controlled switches (thyristors) with uncontrolled
switches (diodes). The full-controlled converter results in
discontinuous current operation of the DC motor for some
range of firing angle, whereas the semi-controlled
converter results in a continuous current operation of DC
motor in a broad range of firing angle. Similar continuous
current operation of DC motor is obtained in the controlled
converter topologies where a diode, known as free-
wheeling diode, is used to provide local path for current
across the motor circuit.

4.4.1 Single-phase controlled AC–DC

converters



Single phase full-controlled AC–DC converter, shown in
Figure 4.8, results in control of thyristors from α (the firing
angle) to β (the extinction angle = π+α). In this topology,
the higher values of α (i.e., low speed operation) may result
discontinuous DC motor currents leading to further
decrease of speed. This condition may be improved by the
use of free-wheeling diode across the DC motor, as
discussed above in Section 4.4, to provide local circulating
path for the motor current. Similar effect is obtained with
the semi-controlled AC–DC converter shown in Figure 4.9
in a large range of firing angle [11].

Figure 4.8 Single-phase full-controlled bridge AC–DC

converter-fed DC motor drive

Figure 4.9 Single-phase semi-controlled bridge AC–DC

converter-fed DC motor drives: (a) symmetrical

configuration and (b) unsymmetrical configuration



The full-controlled bridge topology shown in Figure 4.10
with free-wheeling diode and similar circuits shown in
Figure 4.11 is regarded as semi-controlled AC–DC
converter topologies. These topologies are preferred for
comparably better and smooth operation of DC motors.
However, the design considerations should keep in mind
the maximum speed and minimum torque requirements of
the application.

Figure 4.10 Single-phase semi-controlled bridge AC–DC

converter-fed DC motor drive

Figure 4.11 Single-phase semi-controlled AC–DC converter-

fed DC motor drives: (a) half wave converter and

(b) full wave converter

The semi-controlled topologies shown in Figure 4.11 are
converted to full-controlled AC–DC converter topologies
when free-wheeling diode is removed, as shown in Figure
4.12. For low voltage DC motors operating at low speeds,



the topologies shown in Figure 4.12 are preferred, because
only one thyristor’s voltage drop and switching loss shall be
effective.

Figure 4.12 Single-phase full-controlled AC–DC converter-

fed DC motor drives: (a) half wave converter and

(b) full wave converter

For smooth DC motor operation in all four quadrants, a
specific AC–DC converter configuration known as dual
converter as shown in Figure 4.13 is used. This
configuration uses two full-controlled AC–DC bridge
converters connected in such a way that the output
voltages of these (positive (p) and negative (n)) converters
are opposite to each other, i.e., Vop = −Von. This requires
the firing angle control such as αp + αn = π. An inductor
(Lc) is used for connecting the load at the output of these
converters to prevent the circulating current between the
two bridge converters.



Figure 4.13 Single-phase full-controlled AC–DC dual-

converter-fed DC motor drives

4.4.2 Three-phase controlled AC–DC

converters

Three-phase controlled AC–DC converters are also having
semi-controlled and full-controlled topologies. The
topologies are shown as Figures 4.14–4.17 presenting a
variety of circuit combinations to form semi-controlled and
full-controlled converters. The behavior of three-phase full-
controlled converters with free-wheeling diodes is similar
to that of semi-controlled converters in terms of facilitating
continuous flow of the DC motor current. Figure 4.18
shows a three-phase full-controlled AC–DC dual converter
for four quadrant DC motor operation with almost ripple
free DC voltage at the motor terminals.



Figure 4.14 Three-phase semi-controlled AC–DC converter-

fed DC motor drive: (a) half wave converter and

(b) full wave converter

Figure 4.15 Three-phase semi-controlled bridge AC–DC

converter-fed DC motor drive: (a) symmetrical

converter and (b) bridge converter with free-

wheeling diode

Figure 4.16 Three-phase full-controlled AC–DC converter-

fed DC motor drives: (a) half wave converter and

(b) full wave converter



Figure 4.17 Three-phase full-controlled bridge AC–DC

converter-fed DC motor drives

Figure 4.18 Three-phase full-controlled AC–DC dual-

converter-fed DC motor drives

4.4.3 Single-phase uncontrolled AC–DC

converters

Single-phase uncontrolled AC–DC converters are having
half wave, full wave and bridge topologies as shown in
Figure 4.19. These topologies are similar to the controlled
converter topologies while replacing the controlled
switches (thyristors) with the uncontrolled switches
(diodes). The voltage doubler shown in Figure 4.19(d) uses
the transformer of the full wave converter (i.e., center-
tapped transformer without using the center tapping) with
the bridge converter topology to get double output voltage.
The output voltage of uncontrolled converter shall be the



input to the chopper or the DC–DC converters for control of
DC motors.

Figure 4.19 Single-phase uncontrolled AC–DC converters:

(a) half wave converter, (b) full wave converter, (c)

bridge converter and (d) voltage doubler

4.4.4 Three-phase uncontrolled AC–DC

converters

Three-phase uncontrolled AC–DC converters are also
having half wave, full wave and bridge topologies as shown
in Figure 4.20. These topologies are similar to the three-
phase controlled converters while replacing the thyristors
(controlled switches) with diodes (uncontrolled switches).
The resultant voltage output is a fixed DC voltage used to
feed the chopper or DC–DC converters for DC motor
control.



Figure 4.20 Three-phase uncontrolled AC–DC converters:

(a) half wave converter, (b) full wave converter and

(c) bridge converter

4.4.5 Choppers

DC choppers usually convert constant DC voltage to
variable DC voltages while realizing a DC current source. It
is considered as a DC transformer which changes the
output voltage level using a variable duty ratio. The
chopper topologies used for DC motor control are shown in
Figure 4.21 as per classification presented in Figure 4.6.
The switches used in chopper circuits are thyristors with
forced commutation and GTOs (i.e., gate turn off
thyristors), operated below 1 kHz frequency [9–11].



Figure 4.21 Chopper configurations for DC motor drives:

(a) class A chopper, (b) class B chopper, (c) class C

chopper, (d) class D chopper, (e) class E chopper

and (f) the quadrants of chopper operation

Class A chopper is a step-down (buck) chopper and has
circuit configuration as shown in Figure 4.21(a). It operates
in first quadrant of the VDC–IDC graphical representation as
shown in Figure 4.21(f). For continuous conduction, the
chopper output voltage is independent of output current.



Class B chopper is a step-up (boost) chopper and has
circuit configuration as shown in Figure 4.21(b). It is used
to feed the energy stored in the motor inductors back to
supply terminals during braking or deceleration, known as
regenerative braking. It can also be used as boost chopper
to supply high voltage to the DC Motor from a low voltage
DC source. It operates in second quadrant of the VDC–IDC
graph shown in Figure 4.21(f).

Class C chopper is a combination of step-down and step-
up chopper with circuit configuration shown in Figure
4.21(c). The DC motor can be operated in first and second
quadrant (Figure 4.21(f)) seamlessly using the thyristor
switching. When Th1 is turned on, DC motor receives power
from DC source and the current free wheels through D2. To
reverse the direction of the current Th2 is turned on and
stored energy is fed back to the DC supply through D1
when Th2 is turned off. This chopper is most useful for
traction application, where it facilitates motoring and
regenerative braking action of DC motor through single
chopper configuration.

Class D chopper has circuit configuration as shown in
Figure 4.21(d) and operates in first and fourth quadrants
(Figure 4.21(f)). The operation of class D chopper has two
scenarios – one overlapped operation of both the thyristors
and the other alternative operation of thyristors. The first
case increases the current through the load circuit,
whereas the second case makes a short circuit across the
load through thyristor-diode combination resulting in
reduction of the current. This class of chopper is of less
advantage for DC motor armature rather better for field
circuit to control the field current.

Class E chopper shown in Figure 4.21(e) operates in all
four quadrants as the circuit configuration has thyristor-
diode combination in each leg of a bridge topology. This



chopper configuration is best suited for fast reversal of DC
motor and regenerative energy recovery.

4.4.6 DC–DC converters

DC–DC converters are fast switching voltage-source-based
converters and available in buck, boost and buck–boost
topologies [12–25] as shown in Figures 4.22–4.24. The two-
switch and four-switch converter configurations use high
frequency transformers for isolation between input and
output circuits. Similar high frequency isolation is possible
for single switch configurations but for low-power
applications. Such configurations can be used for medium
power applications if multiple units are connected in
parallel.

Figure 4.22 Single switch DC–DC converter configurations

for DC motor drives: (a) buck converter, (b) boost

converter and (c) buck–boost converter



Figure 4.23 Two-switch DC–DC converter configurations for

DC motor drives: (a) push–pull converter and (b)

half-bridge converter



Figure 4.24 Four-switch (full bridge) DC–DC converter

configuration for DC motor drives

These converter configurations can be used for
improvement of power quality at AC mains supplying the
power through the uncontrolled AC–DC converter [13,14].
Such configurations and their control are discussed in
Section 4.5.

4.5 Control schemes for DC motor

drives

There are three types of configurations discussed in
previous section, namely, controlled AC–DC converter-
based DC Motor drives, uncontrolled AC–DC converter–
chopper-based DC motor drives and uncontrolled AC–DC
converter–DC–DC converter-based DC Motor drives.
Accordingly, the control schemes shall be discussed
separately for controlled AC–DC converter, chopper and
DC–DC converters in this section.

4.5.1 Controlled AC–DC converter-based

DC motor drive

The typical control scheme for a controlled AC–DC
converter-based DC motor drive consists of voltage control
of armature circuit with desired current limits as shown in
Figure 4.25. The shown scheme also uses field voltage
control loop for possible speed control above base speed of
the DC motor known as field-weakening control.



Figure 4.25 Control scheme for armature and field control

of a DC motor using controlled AC–DC converter

The control scheme shown in Figure 4.25 is a simplest
one which uses a tacho-generator for motor speed sensing,
current sensors for armature and field current each. The
control loop begins with speed error ωe obtained between
actual and reference speeds, ω and ω*, respectively. This
speed error is used to generate desired torque through
armature current control leading to firing angle control of
the converter. The firing angle of the AC–DC converter is
controlled to obtain desired speed and torque. The field
weakening controller uses speed to field current conversion
in the constant power zone of the DC motor characteristics.
After obtaining the error between actual and desired field
currents If and , respectively, the controller generates
desired firing angles for the control of field voltage AC–DC
converter.



4.5.2 Uncontrolled AC–DC converter–

chopper-based DC motor drive

In a chopper-fed DC motor drive, the control varies
according to the chopper configuration, because the
uncontrolled DC–DC converter, i.e., diode rectifier provides
almost constant voltage at the input of the chopper. A
typical control scheme for diode rectifier-chopper-fed DC
motor drive is shown as Figure 4.26. The main controller
used is a proportional-integral (PI) controller owing to ease
and simplicity of control.

Figure 4.26 Control scheme for armature and field control

of a DC motor using chopper

The control scheme shown in Figure 4.26 is similar to
that shown in Figure 4.25 with a difference of chopper duty
cycle controller in armature as well as field control loops.
This controller reduces control complexity of the processor
used for duty cycle generation as well as the number of
switching signals. This kind of controllers are best suited



for constant torque variable speed applications. Use of
regenerative braking is applicable with this control scheme,
if a battery is used as input source to the chopper.

The duty cycle (d = ton/T) of a chopper circuit is
controlled by varying either the on time (ton) of the chopper
switch or the off time (toff) to vary the time period (T). The
on/off time control affects the current rise/fall in the
connected circuit. Accordingly, the control techniques are
divided into the following two broad categories:

1. Time ratio control (TRC)
2. Current limit control (CLC).

The TRC is known as pulse-width control which can be
executed in the following two ways:

 (i) Constant frequency TRC, in which the chopping
time period (T) is kept constant and the on time
of switch (ton) is varied to control the duty cycle
(d). This variation of switching signal is shown in
Figure 4.27(a) along with variation of armature
current, while considering fixed slopes of
current rise and decay during varying “on” and
“off” times.

(ii) Variable frequency TRC, in which the duty cycle
(d) is controlled either by varying the chopping
time period (T) and keeping the on time of
switch (ton) constant or varying T and ton both.
This is depicted by variable time periods (T1, T2,
T3, T4, etc.) in Figure 4.27(b).

In CLC, the chopper operates to control the armature
current between the prescribed limits imin and imax. The
chopper adjusts the value of d and T, such that the
current fluctuates between these limits. This control is
known as hysteresis control also. For fixed values of
imin and imax, the average current and torque shall be



nearly constant for all the speeds. Further, the on time
(dT) and off time {(1−d)T} of chopper shall be small as
compared to the time constant of armature circuit;
therefore, the rise and decay of armature current can
be considered as straight line rather than exponential
as shown in Figure 4.28(a). However, this control may
have a large variation of switching frequency as
depicted by variable time periods (T1, T2, T3, T4, etc.) in
Figure 4.28(b) is the rise and decay of armature
current has variable gradient.

Figure 4.27 Switching signal (s) generated under time ratio

control of chopper: (a) constant frequency TRC

and (b) variable frequency TRC

Figure 4.28 Switching signal(s) generated under current

limit control of chopper: (a) constant slope of



armature current rise and decay and (b) variable

slope of armature current rise and decay

4.5.3 Uncontrolled AC–DC converter-DC–

DC converter-based DC motor drive

The operation of a DC–DC converter results in a precise
control as high frequency pulse width modulation (PWM) is
used for the control of switches. Figure 4.29 presents a
typical control scheme for a DC–DC converter-fed DC motor
drive. This scheme differs from earlier schemes presented
in Figures 4.27 and 4.28, in the way of switching signal
generation for the DC–DC converter switches. The PWM
switching signal generation is separately shown in Figure
4.30 for single switch, two-switch and four-switch DC–DC
converters [12–25]. From Figure 4.30, it can be observed
that the two-switch configurations have same switching
losses as compared to single switch configurations, because
only one switch operates at a time. However, the load
sharing between switches shall reduce the temperature rise
of the switches.



Figure 4.29 Control scheme for armature and field control

of a DC motor using DC–DC converter

Figure 4.30 Switching signal generation for various DC–DC

converters: (a) single switch converters, (b) push–

pull converter, (c) half bridge converter and (d) full

bridge converter

For precise control of speed and torque, sophisticated
and advanced controllers such as sliding mode, fuzzy,
neural network and adaptive control can be used in place of
PI controllers in all the schemes shown in this chapter.
Subsequent chapters have discussed the design of these
controllers and their applications.

4.6 PI controller design

The closed loop speed control of DC motor requires speed
sensor which is a tacho-generator coupled to the shaft of
the motor (refer to Figures 4.25, 4.26 and 4.29). For



effective speed control, the tacho-generator output is
filtered to remove the ripples from equivalent speed signal
ω. The reference speed command ω* is compared with ω to
get speed error ωe, which is processed through a PI
controller to get the control torque command. The torque
command is restricted within a prescribed limit to keep the
armature current within safe limits. The current reference
command is obtained from the reference current generator
by proper scaling of this torque command. The actual
armature current is compared with the reference current
command to get current error. This current error is
processed through a PI current controller which generates
control signal to minimize the current error. The control
signal accordingly modifies the firing angle of the converter
or the duty cycle of the chopper/DC–DC converter, feeding
the DC motor. Therefore, for the accurate control of speed,
the design of the gains and time constants of the speed and
current controllers (PI controllers) is of paramount
importance.

The PI controller is represented as G(s) = K(1 + sT)/sT

where K and T are the gain and time constant of the
controller. The design of control loops starts from the inner
most (fastest) loop and proceeds to the slowest loop.
During the design, the gain and time constant of one
controller at a time is solved, instead of solving for all
controllers, simultaneously. As the performance of outer
loop depends upon inner loop, the tuning and design of the
inner loop has to precede the design of outer loop. In this
case, speed loop is inside the current loop.

To design the speed loop, the second-order current loop
is replaced with an approximate first-order model. The
input to any PI controller is the error between reference
signal and the sensed signal (i.e., motor speed or current).
The error is processed in the PI controller, and the output
of the controller is given by the reference torque or the



control signal for speed or current, respectively. Kp and Ki

are the proportional and integral gains of the PI controller,
respectively. For selection of Kp and Ki, the Ziegler–Nichols
step-response technique is considered as base technique
[26].

In the Ziegler–Nichols step response technique, the
response of the system for step input is observed in open
loop. From the step response (as shown in Figure 4.31), the
maximum gradient (G) and the point at which the maximum
gradient line crosses the time axis (T) are selected. The
gains of the PI controller are calculated using the relations:
Kp = 1.2(U/GT) and Ki = 0.6(U/GT2), where U is the applied
magnitude of step input. To achieve satisfactory response,
the gains are further adjusted by trial and error method for
the given system or any optimization technique to match
the system requirement [1].

Figure 4.31 Step response of DC motor drive in open-loop

speed control



4.7 Power quality control and sensor

reduction for DC motor drives

The AC–DC converter-based DC motor drives, whether
controlled or uncontrolled, the power is drawn through AC
mains. The uncontrolled topologies usually employ DBR
and capacitive filters for getting constant DC voltage at the
chopper or DC–DC converter inputs. These capacitors
deteriorate the power quality at AC mains; specifically, the
currents drawn from the AC mains have higher peaks and
harmonic distortion. To mitigate these power quality
problems, the DC–DC converters can be operated in power
quality control mode which may give the desired speed
control along with improved power quality at AC mains.
Figure 4.32 shows the control scheme for power quality
control of a boost converter-based DC motor drive. This
scheme uses input AC voltage templates and forces the DC–
DC converter current to follow the AC mains voltage.
Another scheme shown in Figure 4.33 presents power
quality control using voltage follower control for a buck–
boost converter-based DC motor drive. This scheme
operates the DC–DC converter in a discontinuous
conduction mode of inductor current to get the improved
power quality. The advantage of this scheme is the
reduction of input voltage and current sensors with no
compromise of the performance [27–30].



Figure 4.32 Power-quality-control scheme for boost

converter-fed DC motor drive



Figure 4.33 Power-quality control scheme with reduced

sensor for buck–boost converter-fed DC motor

drive

Many such schemes are available in the literature for
application to these converters for power quality control
and sensor reduction. Their selection is application specific
and shall yield best results after rigorous research and
implementation in real-time prototypes.

4.8 Modeling of controllers and PWM

generators

The boost converter-fed DC motor drive as shown in Figure
4.32 employs various components for power quality control
such as voltage controller, reference current generator and
PWM current controller using current multiplier control.
However, in the case of voltage follower control shown in
Figure 4.33, the buck–boost converter employs only voltage



controller and PWM signal generator. These components
are modeled in the form of mathematical equation for
performance simulation under various operating
conditions.

4.8.1 Voltage controller

The voltage controller is a PI controller which generates a
control signal (Ic) for minimization of voltage error. The
error between reference DC voltage  and sensed DC
voltage VDC(k), at kth instant of time, is given by

The PI voltage controller output Ic(k−1) at (k−1)th
instant is given as

where Kpv and Kiv are proportional and integral gains of the
voltage controller.

Further, the PI voltage controller output Ic(k) at kth
instant is given as

Subtraction of (4.22) from (4.23) results as

This equation can be used as a generalized model for a PI
controller in any simulation software while using the



generalized error parameter between reference and actual
commands as given in (4.21). The output of speed/current
PI controller is limited to a maximum value depending on
the rating of the DC motor.

4.8.2 Reference current generator for

power quality control

The reference current of the power quality controlled
converter ( ) is given as

where uvs is the unit template of the input AC mains
voltage, calculated as

where ω is frequency in rad/s at input AC mains.

4.8.3 PWM current controller

The reference input current of the power quality controlled
converter ( ) is compared with current (id) sensed just
after the DBR to obtain the current error . The
amplified current error using gain kd is compared with
fixed frequency (fs) sawtooth carrier waveform md (t) to get
the switching signals for the IGBT of the DC–DC converter
as



where S represents “on” position of the switch with S = 1
and its “off” position with S = 0.

4.8.4 PWM signal generator for voltage

follower control

The control signal (Ic) from voltage PI controller is
compared with fixed frequency (fs) sawtooth carrier
waveform md (t) to get the switching signals for the DC–DC
converter as

4.8.5 PWM signal generation for single

switch converters

The generation of pulses for single switch converters (buck,
boost and buck–boost) is obtained by comparison of
amplified current error with a high frequency sawtooth
carrier waveform as shown in Figure 4.30(a).

where S is the switch in any of the single switch DC–DC
converters and the values “1” and “0” represent their “on”
and “off” state.



4.8.6 PWM signal generation for push–

pull converter

The push–pull converter requires a specific PWM
generation scheme in which two separate carrier
waveforms specifically designed as shown in Figure 4.30(b)
are used. The PI controller output after processing the
error is compared with these fixed frequency (fs) signals
md1 (t) and md2 (t) to get the pulses for switches S1 and S2
as follows:

4.8.7 PWM signal generation for half

bridge converter

The half-bridge converter also requires two pulses for
switches SA and SB as shown in Figure 4.30(c). However, it
uses only one fixed frequency (fs) carrier waveforms md (t)
and compares the amplified current error with it to get the
PWM signal for the DC–DC converter switches as follows:

where SA and SB are upper and lower switches of the half-
bridge converter, and the values “1” and “0” represent
their “on” and “off” state.



4.8.8 PWM signal generation for full-

bridge converter

The generation of pulses for a full-bridge converter is
similar to the half-bridge converter; however, pulses are
given to two switches simultaneously. The PWM control
and generation of pulses are shown in Figure 4.30(d) as
follows:

where SA1, SA2 and SB1, SB2 are upper and lower switches
of two legs of the bridge converter, and the values “1” and
“0” represent their “on” and “off” state.

4.9 Performance simulation of DC

motor drives

The performance simulation of DC motor drives can be
carried out in various software platforms. For realization of
various control concepts discussed in preceding
subsections, performance simulation of various DC motor
drives, carried out in MATLAB®–Simulink®, is presented in
Figures 4.34–4.40. The DC motor selected for these
simulations has 5 hp, 400 V DC rating with 1,500 rpm
speed. It is fed from 230 V, 50 Hz AC mains using
controlled converter for control of speed and torque. The
simulated performance for different loads, i.e., constant
speed, variable torque; constant torque, variable speed;
and variable speed variable torque loads are presented for
various configurations of DC motor drives.



Figure 4.34 Simulated performance of controlled converter-

fed DC motor drive (Figure 4.25) with constant

speed variable torque load



Figure 4.35 Simulated performance of controlled converter-

fed DC motor drive (Figure 4.25) with constant

torque variable speed load

Figure 4.36 Simulated performance of controlled converter-

fed DC motor drive (Figure 4.25) with variable

speed variable torque load



Figure 4.37 Simulated performance of uncontrolled

converter – chopper-fed DC motor drive (Figure

4.26) with constant speed variable torque load



Figure 4.38 Simulated performance of uncontrolled

converter – chopper-fed DC motor drive (Figure

4.26) with constant torque variable speed load



Figure 4.39 Simulated performance of uncontrolled

converter – chopper-fed DC motor drive (Figure

4.26) with variable speed variable torque load



Figure 4.40 Simulated performance of uncontrolled

converter (DBR) – boost DC–DC converter-fed DC

motor drive for power quality control using

current multiplier control (Figure 4.32) with

constant torque variable speed load

Figure 4.34 presents simulated performance of
controlled converter-fed DC motor drive (as shown in
Figure 4.25) with constant speed variable torque load. The
transformer turns ratio is considered as 390/230 to match
the voltage rating of the DC motor. The firing angle is
adjusted in closed loop to meet the speed and torque
requirements. For the variation of load, the torque
reference is changed from 15 to 20 N m at 4 s and further
it is changed to 10 N m at 5 s after starting, while keeping
the speed constant at 1,500 rpm. The motor effectively
follows the reference torque, and the speed remains
constant at 1,500 rpm under all conditions. The same drive
is subjected to speed variation from 1,500 to 2,000 rpm and



then 1,000 rpm with constant torque of 15 N m. The
simulated performance under this condition is shown in
Figure 4.35. It is observed that the drive attains the desired
speed in either direction effectively without any reduction
in torque. Whenever, the speed is to be raised, additional
torque is generated by the drive while increasing the
current drawn from the source. For verification of the
controller, the variable speed and variable torque load is
connected to the DC motor with requirement of torque in
square proportion to the speed of the motor. As shown in
the simulated performance of Figure 4.36, the torque
varies as soon as the speed reference is varied. The drive
closely tracks the speed as well as torque reference with
increase and decrease in the current drawn from the
supply. These simulated performances are shown in terms
of supply voltage (Vs), supply current (Is) at AC mains, DC
voltage at converter output (VDC), speed (N), torque (Te)
and armature current (Ia) of the DC motor, while assuming
a constant field current.

For the realization of the uncontrolled converter
chopper fed DC motor drives, same DC motor (rated at 5
hp, 400 V DC, 1,500 rpm fed from 230 V, 50 Hz AC mains)
is considered and operated with a boost chopper. The
simulated performance is shown in Figures 4.37–4.39 for
specified loads, i.e., constant speed, variable torque;
constant torque, variable speed; and variable speed
variable torque loads, respectively. It can be observed from
the simulation results that the torque ripples are reduced
with this drive as compared to the controlled converter-
based DC motor drive, whereas the source current (Is) has
larger peaks as compared to the controlled converter case.
This is due to the capacitive filter used with uncontrolled
converter (DBR). This can be controlled by using third kind
of drives presented in Figure 4.29, where the DC–DC
converter is used as power quality controller. There can be



various configurations of power-quality converters
including single and two-stage control [13,14].

Figure 4.40 shows the simulated performance of the
same DC motor drive fed from DBR-boost DC–DC converter
for power quality control using current multiplier control as
depicted in Figure 4.32. The 5 hp DC motor drive is
operated for a variable speed constant torque load under
light load (6 N m torque) for similar speed variations at 3.5
and 5 s as shown in Figures 4.35 and 4.38. The power
quality results for input AC mains current, obtained during
steady state operation at 1,000, 1,500 and 2,000 rpm,
without and with power quality control, are presented in
Figure 4.41. It is observed that the DC–DC converter-fed
drives improve the power quality at AC mains in terms of
reduced total harmonic distortion in source current with
perfect sinusoidal waveform and near unity power factor.
The hardware results of the improved power quality at AC
mains obtained for boost converter with current multiplier
control feeding DC motor drive are presented in Figure
4.42 for validation of the discussed concepts. The other
DC–DC converters may also be realized in a similar manner
to obtain improvement in power quality at AC mains. The
application of voltage follower control for the power quality
control results in reduction of current and input voltage
template sensors.



Figure 4.41 Simulated power quality performance at AC

mains of an uncontrolled converter–boost DC–DC

converter-fed DC motor drive at various speeds

(Figure 4.29): (a) at 1,000 rpm without PQ control,

(b) at 1,500 rpm without PQ control, (c) at 2,000

rpm without PQ control, (d) at 1,000 rpm with PQ

control, (e) at 1,500 rpm with PQ control and (f) at

2,000 rpm with PQ control



Figure 4.42 Hardware results of power quality

improvement using a boost DC–DC converter for a

DC motor drive with current multiplier control: (a)

AC mains voltage (Vs), current (Is), power and

power factor, (b) AC mains voltage (Vs) and

current (Is) waveforms and (c) harmonic spectra of

AC mains current (Is) at 1,000 rpm

4.10 DC series motor control

There are some specific applications of DC series motors
where a large value of torque is required at starting such
as traction. From the basics of the DC motor, it can be said
that in a series DC motor, the developed torque is
proportional to the square of the armature current or the
field current as both are same. At starting or low speeds,
the back EMF of the motor shall be small, leading to large
armature current, thereby large developed torque provided
the field is not saturated. The required control action shall
focus on the current limits from saturation view point and
torque requirement at low speeds and starting. During
usual running, maintaining the desired speed or torque
level shall require only incremental control of voltage or
current. Therefore, the controllers discussed for shunt or



separately excited DC motors shall be applicable to DC
series motors also with an essential CLC.

4.11 Summary

The DC motor drives are having very specific applications
in present industrial scenario, owing to disadvantages of
wear and tear due to brush–commutator arrangement.
However, their advantages of easy control cannot be
overlooked, in addition to quick and reliable operation in
any direction with a wide speed range (below as well as
above the base speed). The quick control due to advanced
power electronic switches and processors along with
energy recovery during deceleration or braking has
enhanced the application opportunities of these motors.
The decoupled control of torque and speed makes this
machine the best suited for cranes and hoists applications
where maximum torque (holding torque) is required at zero
speed. The AC–DC converters, choppers and DC–DC
converters have offered a wide range of controllers to be
used for any type of application. Use of bridge dual
converters of four quadrant chopper for DC motor control
allows maximum level of flexibility with a comparable
affordable cost and ease of control. This deliberation shall
open up new control applications of DC motor drives.

List of symbols

Ra Armature winding resistance
Rf Field winding resistance
La Armature winding inductance
Lf Field-winding inductance
Eb Back EMF generated across the armature
ia Current in armature winding



if Current in field winding
Va Voltage across armature winding
Vf Voltage across field winding
Φ Armature flux linkage
N Rotor speed in rounds per minute

Back EMF constant
p Number of field poles
a Number of parallel paths in armature winding
Z Number of armature conductors
Bg av Average air gap flux density per pole
τ Pole pitch
l Pole stack length
Te Torque generated at motor shaft

ω
Angular speed of the motor shaft in radians per
second

Pe Shaft power output of the DC motor
J Motor inertia
B Frictional torque
n Rotor speed in round per second
Tload Load torque
KE Modified back EMF constant
KT Torque constant
vs Supply voltage of AC source
is Supply current of AC source
VDC Rectifier output voltage
IDC Rectifier output current

isp

Supply current of positive cycle conducting AC
source in dual converter

isn

Supply current of negative cycle conducting AC
source in dual converter

Lc
Inductor to restrict circulating current in dual



converter
vsa,

vsb,

vsc

Supply voltage of phases a, b and c, respectively, in
three-phase AC source

isa,

isb, isc

Supply current of phases a, b and c, respectively, in
three-phase AC source

isa p,

isb p,

isc p

Supply current of phases a, b and c, respectively,
conducting in positive cycle of three phase AC
source dual converter

isa n,

isb n,

isc n

Supply current of phases a, b and c, respectively,
conducting in negative cycle of three-phase AC
source dual converter

vo Uncontrolled rectifier output voltage
io Uncontrolled rectifier output current
vin Chopper input voltage
iin Chopper input current
Cf Filter capacitor at input of DC–DC converter
S Switch of DC–DC converter
D Diode of DC–DC converter
Cd Filter capacitor at output of DC–DC converter
Lo Filter inductor at output of DC–DC converter
Li Filter inductor at input of DC–DC converter
ωe Error of angular speed of motor
T Time period of switching signals
ton On time of the switch
toff Off time of the switch
d Duty cycle of the switch
imin

and

imax

Minimum and maximum values of armature current



VDC(k)Actual voltage at DC link at kth instant
Reference voltage at DC link at kth instant

Ve(k) Voltage error at kth instant
Ic(k) PI voltage controller output Ic(k) at kth instant
Kpv Proportional gain of the voltage controller
Kiv Integral gain of the voltage controller
uvs Unit template of the input AC voltage
vd Modulus of input AC supply voltage vs

Vsm Amplitude of input AC supply voltage vs

id Current sensed just after the diode bridge rectifier
Reference current for power quality-controlled
converter

∆id Current error
kd Current error amplification factor
md Sawtooth waveform instantaneous value

Glossary of terms

Back-EMF
It is an emf induced in the rotor windings of a
DC motor due to rotation in a magnetic field

Uncontrolled

converter

The power electronic converter which uses
uncontrolled switches, i.e., diodes.

Controlled

converter

The power electronic converter which uses
controlled switches, i.e., thyristors, IGBTs and
MOSFETs

Chopper

The power electronic converter operated to
get variable DC output from a constant DC
input

DC–DC

converter

The power electronic converter operated to
get variable DC output from a constant DC
input



Buck

converter

The converter whose average output voltage is
less than average input voltage

Boost

converter

The converter whose average output voltage is
more than average input voltage

Buck–boost

converter

The converter whose average output voltage is
less or more than average input voltage,
depending on the duty cycle of converter

HFT

It is a high frequency transformer, used for
electrical isolation between input and output
circuits

Base speed

The speed at which the motor is designed to
operate. It is also known as nominal or rated
speed

Hysteresis

control

It involves control of any quantity within a
prespecified maximum and minimum values
termed as hysteresis limit.

Power

quality

It is a measure of various parameters of the
supply voltage and current such as form
factor, crest factor, total harmonic distortion
and power factor
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5.1 Introduction

The recent advances in power electronics and
microelectronics have paved the way for the application of
modern control techniques in motor control. Together,
these developments have made a significant impact on
operation and control of electric drives and, consequently,
better options in application and/or control of drives are
now available which effectively meet the diverse
requirements of loads. A reasonable literature [1–54] is
available to the efforts of researchers in bringing about
notable improvements, not only in the performance of
traditionally used induction motors [3,4] but also in the
development of synchronous speed motors, such as
permanent magnet synchronous motors (PMSMs) and
synchronous reluctance motors (SynRMs). All along, the
focus of development has been centered on attempts at
meeting the ever-increasing demands of the load with
required efficiency and ease of control. Earlier, the needs



of the industry have been served mainly by its workhorse,
the induction motor, which, on account of its physical
ruggedness and cost-advantage, was the preferred choice
for loads requiring operation at virtually constant speeds.
Similarly, dc motors, due to their inherent flexibility, were
used for variable speed loads. However, they suffered from
the limitation of commutator and brushes and hence
attempts were made in the past to provide ac drives with
the speed control features of dc motors, avoiding at the
same time the need to use the commutator and brushes.
This culminated in the use of adjustable frequency
induction and synchronous motors in the variable speed
mode [6,7,10–15] as also of commutatorless motor [5,6,9–
11].

The scalar control of key variables (voltage, frequency
and slip) singly or jointly in an induction motor has given
an excellent steady-state response but this was not found
satisfactory in terms of transient-response. The advent of
fast-acting solid-state devices and improved signal
processors have, together, made it possible to implement
the vector control of induction motor in applications
requiring better dynamic response. For drives used in high-
performance applications, such as aerospace, robotics and
material handling systems, the demand of load has become
more stringent requiring increased power density, compact
machine size and faster dynamic performance. Similarly,
the recent emphasis on energy conservation has made
machine operation at higher efficiency a desirable feature
in many applications. For achieving these objectives, it has
become pertinent to consider the option of using the
permanent magnet (PM) for the field excitation. The
absence of field winding makes the PM motors more
efficient and compact, aside from giving faster transient
response and maintenance-free operation.

Earlier, the advantage of using PM motors was not fully
exploited because of two important reasons, namely, the



nonavailability of good quality PMs at a reasonable cost
and the limitation imposed by the complexity and/or higher
cost of available controllers. The situation has since been
improved with the availability of improved magnetic
materials [2,5,9,11] and high-power switching devices
[16,17,19] as also of high-speed digital signal processors
(DSPs) [6,15], all at reasonable costs. Together, these
advances have made the PM brushless (PMBL) drives
system flexible, compact, efficient and, most importantly,
the overall cost of the system has been reduced
comparatively. Consequently, these motors are emerging as
competitors to the time-tested induction motors and are
increasingly being used in many applications, such as
pumps, fans and compressors in heating, ventilating and
air-conditioning system, refrigerator and washing
machines. Thus, the PMBL motors are suitable, not only for
the top-end high-performance applications but also for
small rating motors used in the low-end applications, such
as home appliances owing to resulting gains in terms of
cost, efficiency and compactness. In view of these
attractive features, the brushless synchronous motor drive
is included in this chapter with a view to improving its
performance and identifying therefrom some aspects of the
performance for further investigations by researchers.

This chapter deals with the development of model,
simulation and hardware implementation of the
synchronous motor (SM) drive under various operating
conditions. In the modeling of vector-controlled PMSM
drive, the complete model of the SM drive system is
developed for different types of speed controllers with a
view to improving the performance of the drive. The
simulations of PMSM drive are carried out in MATLAB®

environment with Power System Blockset (PSB) and fuzzy
logic control (FLC) toolboxes. The hardware of vector-
controlled PMSM drive system includes control circuit,



interfacing circuit and the power circuit. The control circuit
is implemented in DSP ADMC401 and the power circuit
consists of the voltage source inverter (VSI) and the
PMSM. The interfacing circuit is required for feedback
signals in the form of motor winding currents and position
as well as rotational speed of the rotor. The DSP-based
software algorithm is used to obtain the performance of the
drive for starting, speed reversal, load perturbation and
steady-state response for different types of closed-loop
speed controllers. The simulated results are presented in
this chapter along with DSP-based implementation results
of developed prototype of drive to validate both the model
and the control algorithms.

5.2 Classification of synchronous

motor drives

Variable speed ac motors can be classified into two main
categories, i.e., asynchronous speed motors (induction
motors) and synchronous motors.

The synchronous motors can be further classified into
two broad categories, i.e., motors without PM rotor and
motor with PM rotor. The first category can be further
named as conventional synchronous motors (wound field
rotor) and SynRMs where iron core rotor is used without
any field excitation.

A conventional synchronous machine is a rotating-field
machine, where wound field rotor rotates synchronously
with the rotating magnetic field of the armature winding of
the machine placed in the stator. The stator winding
provides three-phase distributed winding configuration and
rotor field is wound on either cylindrical-rotor or salient-
pole rotor structure, depending upon the maximum
possible speed and application requirements.



The cylindrical-rotor configuration has the slots for
holding the field winding and the salient-pole rotor is
wound around the iron core of the rotor poles. In the outer
surface of the rotor poles, a cage-like structure is provided
for additional damper winding to improve the stability of
the drive configuration.

Another type of synchronous machine is PMSMs. In this
type of machine, excitation is based on PMs, and therefore,
excitation cannot be controlled as in previously discussed
wound field synchronous motors. The magnetization level
of these PM synchronous machines is primarily dependent
upon the back electro motive force (emf) generated due to
rotor magnet. Synchronous motors categories are shown in
Figure 5.1.

Figure 5.1 Classifications of synchronous motors

5.3 Magnet torque and reluctance

torque-based classification



Synchronous motors can be classified on the basis of torque
generated by PM placed in rotor. As we know, the
developed torque of the PMSM or SynRM depends on the
two factors—torque generated by the rotor magnet and
torque generated by rotor d and q-axis reluctance
difference. The magnet or reluctance-based classification of
SMs is shown in Figure 5.2.

Figure 5.2 Magnet torque and reluctance torque-based

classification of synchronous machines

5.4 Comparison of IPMSM and

PMaSynRM

The interior permanent magnet synchronous motor
(IPMSM) and permanent magnet-assisted synchronous
reluctance motor (PMaSynRM) are essentially the same
family of motors. Both motors generate torque from the PM
and also from the reluctance difference between the d-axis
and q-axis of the rotor circuit. The difference lies in the
amount of torque generated by magnets, i.e., in IPMSM,
the generated torque is a considerable part from the
magnet; however, in the PMaSynRM, a considerable part of



the torque is generated from the reluctance difference of
the d-axis and q-axis of the rotor magnetic circuit. The
magnet used in PMaSynRM is used to create difference
between d-axis and q-axis inductances of rotor, i.e., Ld and
Lq. To achieve it, magnet is placed in q-axis of the
PMaSynRM in such a way as to reduce the total flux of the
q-axis (the positive q-axis is aligned with the pole of the
rotor magnet). Essentially, there is difference in the
amount of magnet placed in the rotor circuit of IPMSM and
PMaSynRM. The convention used to denote d-axis of the
IPMSM can be compared with the q-axis of the PMaSynRM
for showing direction of magnetic circuit of PM and
synchronous reluctance class of motor as shown in Figure
5.3.

Figure 5.3 Orientation of d-axis and q-axis in the IPMSM

and PMaSynRM

5.5 Different control techniques for

various synchronous speed motors



There are various control strategies used for energy
efficient and desired operation of synchronous motors with
and without magnets. Operation of the synchronous motors
at lower than base speed range can be obtained with
fulfilling the following performance criteria for optimal
operation of the drive.

The main control strategies for synchronous motors
without magnet for lower than base speed operating range
are as follows:

1. Maximum torque per ampere (MTPA) control
2. Maximum efficiency (ME) control
3. Unity power factor (UPF) control
4. Constant mutual flux linkages (CMFL) control
5. Zero d-axis current (ZDAC) control for the surface PM

machine

The MTPA control strategy [18] provides maximum torque
for a given amount of current. This, in turn, minimizes
resistive losses for a given torque. This strategy is utilized
in applications where efficiency is most important, and this
control technique is most popular PMSMs. Another
strategy, the UPF control strategy [18], optimizes the
system’s volt-amperes (VIs) requirement by maintaining the
power factor at unity. The ME control strategy [18]
minimizes the net loss of the motor at any operating point.
This control strategy is particularly appealing in battery-
operated motion control systems in order to extend the life
of the battery. The CMFL strategy [18] limits the air gap
flux linkage to a known value which is usually the magnet
flux linkage. This is to avoid saturation of the core.

Each of the abovementioned control strategies has their
own merits and demerits. A comparison between the ZDA,
UPF and CMFL control strategies is provided in [18] from
the point of view of torque per unit current ratio and power
factor. The UPF control strategy results in the highest



possible power factor in full range of speed. The ZDAC
control strategy results in the lowest power factor among
the five control strategies. The MTPAC control strategy is
superior in both efficiency and torque per unit current as
compared to the ZDAC control strategy. Torque is limited
to rated value in all existing control techniques for the
lower than base speed operating range. This operating
range is referred to as the constant torque operating range.

The main control strategies for synchronous motors with
magnet for operation above base speed:

1. Constant back emf (CBE) control
2. Six-step voltage (SSV) control

Performance criteria other than torque linearity cannot be
enforced in this range due to the fact that a restriction on
voltage is imposed. This range of operation is also referred
to as the flux weakening range. Two control strategies are
possible depending on whether maximum phase voltage is
applied, or the phase voltage is limited to a level lower than
maximum possible. These control strategies are as follows:

The CBE control strategy [18] limits the back emf to a
value that is lower than the maximum possible voltage to
the phase. By doing this, a voltage margin is retained that
can be used to implement instantaneous control over phase
current. Applications that require high quality of control
over torque in the higher than base speed operating range
utilize the CBE control strategy. The SSV control strategy
applies maximum possible voltage to the phase. In this
case, only the average torque can be controlled, and a
relatively higher magnitude of torque ripple is present.

Most of the control strategies for the flux weakening
range of PMSM result in nonlinear control over torque.
This happens either because of neglecting the impact of
core losses or by erroneous implementation strategies. The



SSV control strategy is widely utilized in many applications
[18].

5.6 Operating principle of vector

control technique

The vector control (VC) technique, which is also known as
field-oriented control, is used to control the space vector of
magnetic flux, current and voltage. In this technique, the
stator current is decomposed into flux and torque
producing components for obtaining the decoupled control
of PMSM drive in a way similar to the separately excited dc
motor. Figure 5.4 shows the basic building block of the
vector-controlled PMSM drive. The drive consists of speed
controller, resolver sine and cosine position signals,
demodulation circuit, current sensors, current controlled
pulse width modulator (CC-PWM), insulated gate bipolar
transistor (IGBT)-based VSI and PMSM. The rotor speed
(ωr) is compared with the reference speed ( ). The error in
speed (ωe) is processed in the speed controller, which
generates the reference torque ( ). This reference torque
is limited using a limiter and the limited reference torque (

) is used to generate the q-axis reference current ( ).
Similarly, from the rotor speed of the motor, the d-axis
current ( ) is decided using the field weakening controller.
Both these d-axis and q-axis stator currents generate three-
phase reference currents ( ,  and ), which are compared
with the sensed winding currents (ia, ib and ic) of the
PMSM. The current errors are fed to the PWM current
controller, which generates the switching signals for the
VSI. These, in turn, control the winding currents of PMSM,
thereby controlling the speed of the motor.



Figure 5.4 Block diagram of vector-controlled PMSM drive

5.7 Mathematical model of vector-

controlled PMSM drive

The vector-controlled PMSM drive consists of the various
components including speed controller, filed weakening
controller, reference current generator, PWM current
controller, ac–dc converter, VSI and PMSM.

Each component of the vector-controlled PMSM drive is
modeled by a set of mathematical equations. Such set of
equations, when combined together, represents the
mathematical model of the complete system. The modeling
of different components of the drive system is as follows.

5.7.1 Modeling of speed controllers

The desired reference value of the speed signal is
compared with the feedback speed signal and the speed
error is processed in the speed controller. The output of the
speed controller is the torque value and is fed to the limiter



and the final reference torque is obtained from the limiter.
The different types of speed controller, namely, the
proportional integral (PI) controller, the sliding mode
controller (SMC), fuzzy pre-compensated proportional-
integral controller (FPPI) and hybrid fuzzy proportional
integral (HFPI) controller are used in the vector-controlled
PMSM drive.

The speed error at the kth instant of time is given as

where  is the reference speed at kth instant,  is the
rotor speed at the kth instant and  is the speed error at
the kth instant

5.7.1.1 Proportional integral (PI)

controller

The block diagram of the PI speed controller is shown in
Figure 5.5. The output of the speed controller at kth instant
is given as

where KP and KI are the proportional and integral gain
parameters of the PI speed controller. The gain parameters
are appropriately selected by observing their effects on the
response of the drive.



Figure 5.5 Schematic diagram of PI speed controller

5.7.1.2 Sliding mode controller (SMC)

The block diagram of the SM speed controller is shown in
Figure 5.6. This particular controller operates on the basis
of switching functions [38]. The switching functions at the
kth sampling instant are defined as follows:

wherein  and .

Figure 5.6 Schematic diagram of sliding mode speed

controller



“Z” is switching hyperplane function on the speed locus
of the drive and is given as

where C1 is the parameter of the switching hyperplane
function.

The output of the sliding mode speed controller at kth
instant is given as

where C2 and C3 are the gains of the sliding mode
controller.

5.7.1.3 Fuzzy pre-compensated PI

controller

In the VC scheme, FPPI speed controller is used to
generate the reference torque for the closed-loop operation
of the PMSM drive system. The PI speed controller suffers
from the problem of large overshoots and undershoots in its
output response when some unknown nonlinearities are
present in the drive system [43]. The fuzzy pre-
compensator modifies the reference speed to compensate
the undershoot and overshoot in the output response. The
schematic block diagram of the fuzzy pre-compensated PI
speed controller is shown in Figures 5.7 and 5.8, and it is
described in the following equations.



Figure 5.7 Sliding mode state trajectory in phase-plane

Figure 5.8 Fuzzy pre-compensated PI speed controller

Speed error can be given as

The rate of change of speed error for a specified sampling
period can be given as



The reference speed  is modified based on the fuzzy
intelligence to compensate the nonlinearities present in the
model and modified reference input is given to PI speed
controller as

where  is the output of the fuzzy logic (FL) controller and
can be given as

The compensation term  is used to change the
reference speed so that the transient response of the
output speed is improved to reduce the effect of
nonlinearities. The compensated reference signal  is
then applied to the conventional PI controller to obtain the
modified torque reference  at that instant as follows:

Fuzzy pre-compensator

As discussed in the preceding subsection, the compensation
is shown in Figure 5.8. It is obtained by using an FL. The
error  and change in error  are the inputs to the
fuzzy mapping function F, and  is the output.



Fuzzy logic control

The schematic diagram of the FL speed controller is given
in Figure 5.9. The input to the FL speed controller is the
speed error and the change in speed error. These two
inputs are normalized to obtain the error  and the
change in error  in a desired range of −1 to 1. The FL
controller then determines the compensation term  by
the process given as follows:

Figure 5.9 Schematic diagram of fuzzy logic controller for

vector-controlled PMSM drive

Fuzzification

This step is used to convert the speed error and change in
speed error to fuzzy variables. In this process of
fuzzification, the membership functions are assigned in the
universe of discourse “U” chosen in the interval of 1 to −1,
namely, positive big (PB), positive medium (PM), positive
small (PS), zero (ZE), negative small (NS), negative
medium (NM) and negative big (NB) on the basis of
normalized inputs of error and change in error. The
membership function for the universe of discourse is given
in Figure 5.10.



Figure 5.10 Membership function of fuzzy pre-compensated

PI speed controller

Decision-making

The decision-making process is associated with a set of FL
rules. In accordance with the linguistic rules and the
linguistic values of the inputs for the fuzzifier, the linguistic
value of the output is computed. The first two linguistic
values are associated with the input variables  and ,
while the third linguistic value is associated with the output

. The decision-making rules of the fuzzy pre-compensator
are given in Table 5.1.

Table 5.1 Logic rules for fuzzy pre-compensated controller

Defuzzification

The output of the inference process gives degree of
belonging of  to different fuzzy subsets. Defuzzification is
the process of obtaining crisp output from these fuzzy



values. To obtain , the method of center of gravity is
used. The defuzzification process maps the results of the FL
rule stage to a real number output . The output
of defuzzification process can be given as

where  is output of fuzzy subset,  is the degree of
belonging and  is the scaling factor of defuzzifier. The
pre-compensated reference speed signal  is used as the
reference speed in PI speed controller.

5.7.1.4 Hybrid fuzzy PI controller

In the VC scheme, PI speed controller is normally used to
achieve reference torque for the closed-loop operation of
the PMSM drive system. The PI speed controller is most
widely used in the drive system. It needs parameter tuning
and as the operating condition of the drive changes, the
performance of PI controller gets degraded and, therefore,
retuning the gains of PI controller is essential, whereas FL
controller is less sensitive to parameter tuning and change
in operating conditions of the drive. However, it results in
steady-state speed error. Therefore, to preserve the
advantages of both the PI and FL controllers, a hybrid
controller is used. The HFPI controller compensates
undershoot or overshoot in the output response while
retaining all the advantages of PI speed controller viz. zero
steady-state error and no chattering at the set point [46].
The schematic block diagram of the HFPI speed controller
is shown in Figures 5.11–5.13, and it is described by the
following equations.



Figure 5.11 Schematic diagram of hybrid fuzzy PI speed

controller for vector-controlled PMSM drive

Figure 5.12 Membership function of hybrid fuzzy PI speed

controller



Figure 5.13 Operating zone of FLC and PI speed controller

Speed error can be given as

The rate of change of speed error for a specified sampling
period can be given as

The fuzzy intelligence is used to provide the fast control
and to compensate the nonlinearities present in the model
as

The output of the FL controller can be given as



The FLC output term  is used to provide fast
transient response and to reduce the effect of modeling
error. The FLC output plus PI output is used to derive the
reference torque in the hybrid form to obtain the modified
reference torque  as follows:

where  and  are membership functions for selection of
hybrid proportion of the FLC controller as shown in Figure
5.13 and  and  are the output of PI speed controller
and FLC speed controller, respectively.

5.7.2 Modeling of reference winding

current generation

Three-phase reference winding currents are generated
using the output of the speed controller and the rotor
position. The following are the equations for the reference
currents [13]:

The flux component of reference stator current ( ) can
be defined as

The torque component of the reference stator current ( )
can be obtained from reference torque,  as



where Kt is the motor torque constant.
Three-phase reference currents can be expressed as

where θr is the rotor angular position in electrical rad/s.
These reference currents ( , , ) are compared with the

sensed winding currents (ia, ib, ic) and the resulting errors
are fed to the PWM current controller.

5.7.3 Modeling of PWM current controller

In the PWM current controller, the instantaneous value of
high-frequency triangular carrier wave (16 kHz) is
compared with the amplified current errors. For the phase
“A” if the amplified current error is more than the
triangular carrier wave, then the gating signal for the
upper switch of phase “A” leg of three-phase VSI (S1 is on)
is generated and the switching function “Sa” for phase “A”
is set to one (Sa = 1), otherwise the gating signal is
generated for the lower switch of the same phase “A” leg
(S2 is on) and the switching function “Sa” is set to zero (Sa
= 0). Similar PWM controller outputs are generated for
other two phases.

5.7.4 Modeling of PMSM

The stator of the PMSM consists of a balanced three-phase
winding similar to the conventional synchronous motor. The



mathematical model of PMSM is derived from the
synchronous motor under the assumption that the armature
emf is induced by the PMs in the place of dc excitation and
there are no windings on the rotor. Considering the
induced emf to be sinusoidal and eddy current and
hysteresis losses to be negligible, the stator voltage
equations in the rotor reference frame are given as [13]

where φq = Lqiq and φd = Ldid+φf. vq and vd are the d and q-
axis stator voltages. iq and id are the d and q-axis stator
currents. Lq and Ld are the d and q-axis inductances. φf is
stator flux linkages produced by PMs. Rs is stator-winding
resistance per phase. ωr is rotor speed in rad/s (electrical).

The developed electromagnetic torque is given as [4]

where P is the number of poles.
The electromagnetic torque is balanced by the load

torque, accelerating torque and damping torque of the
system and can be expressed in electromechanical equation
as

where TL is the load torque, B is the damping coefficient
and J is the moment of inertia.



The model equations of PMSM can be rearranged in the
form of following first-order differential equations as

The phase currents of the motor can be reconstructed in
terms of id and iq by using the inverse Park’s
transformation as

where θr is the position angle of the rotor.

5.7.5 Modeling of voltage source inverter

The VSI consists of IGBT-based three-phase VSI. The
inverter voltage can be given by following equations in
terms of switching signals Sa, Sb and Sc and dc bus voltage,
obtained from the CC-PWM as



where Sa, Sb and Sc are switching functions (which are
either one or zero). va, vb, vc and Vdc are voltages of phase
winding a, b, c and dc link, respectively.

These voltages can be expressed in the rotor reference
frame as the forcing functions vd and vq by using the Park’s
transformation as

These voltages vd and vq are forcing functions in the model
of PMSM given in (5.27) and (5.28).

The set of first-order differential equations given in
(5.27)–(5.30) defines the developed model in terms of
dependent variables id, iq, ωr, θr and time as an
independent variable.

5.8 MATLAB-based model of vector-

controlled PMSM drive system

The simulation model is developed in MATLAB environment
along with Simulink® and PSB toolboxes for simulating the



response of vector-controlled PMSM drive under different
operating conditions such as starting, speed reversal and
load perturbation. The simulation environment in
MATLAB/Simulink/PSB has become a standard tool in the
research work. This section describes the model of vector-
controlled PMSM drive developed in MATLAB environment
using Simulink and PSB toolboxes. To test the versatility
and accuracy of the developed model, the response of
vector-controlled PMSM drive is initially simulated using a
PI speed controller and afterward, the drive performance is
simulated for other three speed controllers and finally
these results are compared to examine their effectiveness.

5.8.1 Modeling using power system

blockset (PSB) toolbox

The real-time simulation is performed in MATLAB
environment along with Simulink and PSB toolboxes. The
control structure is shown in Figure 5.14 in which the
sampling period of 62.5 μs is used for simulation. The main
parts of the block diagram are discussed in this subsection.



Figure 5.14 MATLAB simulation model of vector-controlled

PMSM drive

5.8.1.1 Speed controller

The model of speed controller is realized using the
Simulink toolbox of the MATLAB software. The main
function of speed controller block is to provide a reference
torque for the vector-controlled drive. The output of the
speed controller is limited to a proper value in accordance
with the motor rating to generate the reference torque for
the vector controller. The speed controllers realized using
the Simulink and PSB toolboxes are, namely, PI speed
controller, sliding mode (SM) speed controller, FPPI speed
controller and HFPI speed controller.

Figure 5.15 shows the Simulink model diagram of the PI
speed controller in discrete time domain. The basic
operating equations have been stated in the preceding
section. The proportional and integral gain parameters, 
and , respectively, are used with limiter to generate the
reference torque. The upper and lower limits for the limiter
block are calculated as per the rating of the motor being
used.

Figure 5.15 Simulink model of PI speed controller



Figure 5.16 shows the Simulink model of the sliding
mode (SM) speed controller. The mathematical equations
describing the sliding mode controller action are shown in
the previous section. The parameters  and  of the
torque expression given in (5.5) are adjusted to give the
reference torque to the required level, the torque obtained
is limited according to the motor rating.

Figure 5.16 Simulink model of sliding mode-based speed

controller

Figure 5.17 shows the Simulink model diagram for the
FPPI speed controller. The two inputs, namely, speed error
and change in speed error, are scaled and fed to the
MATLAB FL block. The rescaled defuzzified output of the
FL block produces the compensation term which is added
to the reference speed signal to obtain the modified
reference speed signal which is fed to the PI speed
controller as described in (5.13).



Figure 5.17 Simulink model of fuzzy pre-compensated PI

speed controller

Figure 5.18 shows the Simulink model diagram for the
HFPI speed controller. The two inputs, namely, the speed
error and change in speed error, are scaled and fed to the
MATLAB FL block. The rescaled defuzzified output of the
FL block produces the reference torque term which is
added according to a rule-based hybrid membership
function shown in Figure 5.10(c) to obtain the reference
torque term as described in (5.17).

Figure 5.18 Simulink model of hybrid fuzzy PI speed

controller



5.8.1.2 Field weakening controller

The Simulink model diagram for the field weakening
controller is shown in Figure 5.19. This block takes the
rotor speed and reference toque as inputs and gives the d-
axis reference stator current as output. This is
reconstructed from the values of q-axis reference current
and d-axis reference current, obtained from the controller
output.

Figure 5.19 Simulink model of field weakening controller

and reference current generator

5.8.1.3 Reference winding current

generation

The Simulink model diagram of reference winding current
generator block is also shown in Figure 5.20. This block
utilizes the limited value of speed controller and the output
of field weakening controller along with the angular
position of the rotor. The inverse Park’s transformation is
used in the model for generating the reference winding
currents of the PMSM.



Figure 5.20 Simulink model of current controlled pulse

width modulator

5.8.1.4 Current controlled pulse width

modulator (CC-PWM)

The Simulink model diagram of CC-PWM used for
generation of switching signal for the VSI is shown in
Figure 5.20. The inputs to this block are three-phase
reference winding currents obtained from the reference
winding current generator block and the sensed three-
phase winding currents of the motor. For the
corresponding phases “a”, “b” and “c”, switching signals
are generated by current-controlled PWM technique.

5.9 Description of DSP-based vector-

controlled PMSM drive

The proposed vector-controlled PMSM drive is
implemented using the VC technique. Variable voltage and
variable frequency (VVVF) source is realized with the VSI
to feed the PMSM. The signals of winding currents and
resolver position are the feedback signals for the closed-



loop structure of the vector-controlled PMSM drive. The
control algorithm is implemented in real time using Digital
Motion Controller ADMC401 DSP developed by analog
devices. Digital control eliminates the problem of drift and
the use of programmable processors leads to the
upgradation in the control scheme with the help of
improved software. Fast speed and high accuracy features
of DSPs like ADMC40 enable it to achieve a high-resolution
control of the vector-controlled PMSM drive.

Figure 5.21 shows the block diagram of the vector-
controlled PMSM drive system. The power circuit consists
of single-phase 50 Hz ac supply, single-phase ac–dc diode
bridge converter, dc-link inductance(L)-capacitance(C)
filter, VSI and the PMSM. The control circuit hardware
consists of resolver demodulation circuit for sensing the
rotor position, reference speed scaling circuits, sensed
current scaling circuit using the Hall effect current sensors
and gate driver circuit consisting of Semikron SKHI 22A
driver. Each gate driver has an optical isolation in its initial
stage to isolate the control circuit from the power circuit.
Six gating signals obtained at the output of driver chips are
applied between the gate and emitter of the IGBTs of VSI.



Figure 5.21 Experimental setup of vector-controlled PMSM

drive

5.9.1 Development of signal conditioning

circuits

The control circuit of the hardware implementation for the
vector-controlled PMSM drive consists of the position
sensing circuit and winding current sensing circuit. These
circuits require respective signal conditioning circuits for
proper scaling of the sensed position and current signals.
These signal conditioning circuits for position sensing and
winding current sensing are brought within the acceptable
range of ±2 V to feed the respective analog to digital
converter (ADC) channels of the DSP. The reference speed
signal is adjusted in the range of +3,300 to −3,300 rpm.

5.9.2 Development of power circuit of the

drive



Figure 5.22 shows the diagram of the power circuit
hardware of the drive system. This consists of a single-
phase 230 V, 50 Hz ac supply, single-phase ac–dc diode
bridge converter, dc-link LC filter, VSI and the PMSM. The
VSI is fed from a diode bridge rectifier and an LC filter is
used in the dc link, which filters the ripples in dc-link
voltage. The VSI consists of the Semikron SKM 75 GB
IGBTs. The thermal trip is provided in the VSI for the
protection of the IGBTs devices. The switching pattern
generated from the vector controller controls the ON/OFF
time of the VSI switches.

Figure 5.22 Power circuit diagram of single-phase rectifier

and voltage source inverter feeding PMSM drive

5.10 DSP-based software

implementation of vector-

controlled PMSM drive

The control software consists of the reference speed input
command, position sensing, speed estimation, speed
controller, limiter, field-weakening controller, reference
winding current generation and PWM current controller to
produce switching signals for vector-controlled VSI. The



software used for implementation of vector-controlled
PMSM drive is developed in assembly language of the
analog devices DSP ADMC401. The main steps used in the
control software modules are described in the following
sub-section.

5.10.1 Reference speed input

The input voltage in the range of 0 to +2 V is applied to one
of the ADC channel of the ADMC401. The corresponding
digital value of the reference speed obtained from ADC
channel is used in assembly language routine inside the
DSP. The speed reversal command is applied through the
digital input/output (I/O) port of the processor by inputting
the +5 V command signal for the speed reversal. The
algorithm checks if there is a speed reversal command
given from the I/O port and, if so, then the reference speed
is converted to the negative value for the motor motion in
the reverse direction.

5.10.2 Sensing of rotor position signals

The sine and cosine amplitude modulated rotor position
signals are obtained from the resolver unit fitted in the
PMSM assembly. This resolver unit consists of one primary
winding and two secondary windings both placed in the
stator. The primary winding is excited by a high-frequency
(5 V, 7 kHz) carrier signal, two secondary windings, which
are placed in quadrature space to each other generate the
Sin and Cos amplitude-modulated signals. The output of the
resolver signal demodulation circuits is inputted to any two
ADC channels of the DSP. These mechanical position
signals are converted to corresponding electrical position
signal by using the developed algorithm for resolver
signals.



5.10.3 Speed sensing

The rotor position signals obtained from the resolver circuit
are used for the calculation of the rotor speed of the
PMSM. Two position signals are converted into speed
signal by the algorithm used in the assembly language
software of DSP.

5.10.4 Speed controller

The speed controller and limiter routines take the speed
error between the reference speed and the estimated speed
of the rotor and compute the reference torque. The
maximum value of the reference torque is limited by the
permissible winding currents of the motor. In this
implementation of vector-controlled PMSM drive, all the
four types of speed controllers are used in the drive. In the
software corresponding assembly language, codes are
developed for these speed controller routines.

5.10.5 Reference winding current

generation

Three-phase reference winding current generation routine
takes the digital value of d-axis stator current and q-axis
stator current along with the digital value of Sin and Cos
position signal of the rotor magnet as inputs and generates
the three-phase reference winding currents needed for the
current controller routine as output. These reference
currents ( , , )which are compared with the sensed
winding currents (ia(k), ib(k), ic(k)) and the resulting errors
are fed to the PWM current controller.

5.10.6 Switching signal generation for

voltage source inverter



The generated three-phase reference currents and sensed
three-phase currents from the PMSM winding are fed to
the CC-PWM unit. The error between them is passed
through the respective current controller unit and the
limited output of the current controller unit is compared
with a high-frequency (16 kHz) triangular carrier wave. If
the error signal of corresponding phase is more than the
carrier signal, then the switching signal for the upper
switch of the same phase is turned on, otherwise, the lower
switch of the same leg is turned on. Therefore, a total of six
switching signals are generated, wherein two are meant for
each leg of the three-phase VSI bridge, namely, leg “a”, leg
“b” and leg “c”, respectively. Two paired complementary
signals for respective legs are used for switching of the
upper and the lower devices of the same leg of the VSI with
proper dead band to avoid the shoot through fault in any of
the VSI leg.

5.11 Testing of vector-controlled

PMSM drive

The testing of the vector-controlled PMSM drive is carried
out systematically. The drive consists of power circuit
hardware and the control circuit consists of signal
conditioning circuit for scaling of feedback current and
position signals. After developing the complete drive
system, the testing procedure is carried out for each part of
the system and is described as follows:

5.11.1 Testing of control circuit

The control circuit of the drive consists of current feedback
circuit, rotor position sensing circuit, the reference speed
circuit and the gate driver circuit. The current and position
feedback signals are tested for their defined range. The



DSP is capable of receiving ±2 V signals at its ADC
channels. Therefore, all feedback signals are scaled by
signal conditioning circuit so that the complete range of
operation is covered with desirable accuracy in the
predefined range.

The PMSM is run with the open loop voltage by
frequency (V/F) control to test the current sensors for its
calibration and accuracy. The converted digital current
signals used for the DSP algorithm are converted back to
the analog form with the help of digital-to-analog
converters (DACs) and brought out on to a cathode ray
oscilloscope (CRO), commonly known as oscilloscope,
screen. Henceforth, the A to D and D to A conversions are
checked by overlapping the sensed current signals from the
Hall effect current sensors and current signals brought
from the DSP DAC terminals. These two respective current
signals must overlap each other on the CRO screen. The
process verifies the A to D and D to A signal conversions.

The resolver demodulation circuit for obtaining the
sinusoidal and cosinusoidal position signal of the rotor. The
position signals obtained from the resolver demodulation
circuit are scaled within ±2 V range and fed to the two ADC
channels of DSP.

The gating signals obtained from the PWM unit of DSP
are used for individual leg of the VSI. These gating signals
are checked for complementary signal in each pair of the
same leg with proper dead band. Three pairs of such PWM
signals are checked to prove the correctness of the control
circuit in all respect.

5.11.2 Testing of power circuit

The complete drive control system is connected, and the
output of the VSI is connected across a three-phase star-
connected resistive load. Reduced voltage (20%) is applied
at the dc link of the inverter and the resistive load is tested



from the open loop V/F control technique so that the equal
amount of current flows in all three phases of resistive
load. This test proves the correctness of the power circuit.
The PMSM is now connected in place of the three-phase
resistive load across the VSI. The vector-controlled PMSM
drive is tested for its operation with a set reference speed.
The closed-loop operation of the drive is tested for a set of
reference speeds of the drive. The dc-link voltage is varied,
but the rotor speed of the drive remains constant.
Therefore, the correctness of the power circuit and closed-
loop operation of the drive stand tested for varying the
operating conditions of the drive system.

5.12 Results and discussion

The performance of the vector-controlled PMSM drive is
simulated using the mathematical model in MATLAB
environment along with Simulink and PSB toolboxes under
different dynamic conditions, such as starting, speed
reversal and load perturbation (load application and load
removal). A set of response is obtained comprising
reference speed, rotor speed in electrical rad/s and two of
the three-phase winding currents in amperes. The VC
algorithm is realized in discrete time domain with a
sampling interval of 62.5 μs. The main system involving the
vector-controlled VSI and the PMSM is taken as a discrete
structure.

The simulated response of the VC PMSM drive is
validated with test results obtained from the developed
prototype of the vector-controlled PMSM drive system for a
1.93 kW, four-pole three-phase PMSM. Both the
experimental and simulated responses of the drive system,
with different speed controllers, are obtained under various
operating conditions such as starting, speed reversal, load
perturbation and steady-state conditions. Figures 5.23–5.35
depict these responses for the vector-controlled PMSM



drive. While part (a) of the figure denotes the simulated
results, the part (b) refers to experimental ones. The
discussions on results for different operating conditions are
made in the following sections.

Figure 5.23 Simulated starting response of vector-

controlled PMSM drive with PI speed controller at

no load with reference speed of 251.32 rad/s (scale

on X-axis 1 div = 20 ms, Y-axis channels 1 and 2, 1

div = 100 rad/s, on channels 3 and 4, 1 div = 10 A)



Figure 5.24 Experimental starting response of vector-

controlled PMSM drive with PI speed controller at

no load with reference speed of 251.32 rad/s (scale

on X-axis 1 div = 20 ms, Y-axis channels 1 and 2, 1

div = 225 rad/s, on channels 3 and 4, 1 div = 5 A)



Figure 5.25 (a) Simulated starting response of vector-

controlled PMSM drive for sliding mode speed

controller at no load with reference speed of

251.32 rad/s (scale on X-axis 1 div = 20 ms, Y-axis

channels 1 and 2, 1 div = 100 rad/s on channels 3

and 4, 1 div = 5 A); (b) experimental starting

response of vector-controlled PMSM drive for



sliding mode speed controller at no load with

reference speed of 251.32 rad/s (scale on X-axis 1

div = 20 ms, Y-axis channels 1 and 2, 1 div = 250

rad/s on channels 3 and 4, 1 div = 5 A)



Figure 5.26 (a) Simulated starting response of vector-

controlled PMSM drive for FPPI speed controller

at no load with reference speed of 251.32 rad/s

(scale on X-axis 1 div = 20 ms, Y-axis channels 1

and 2, 1 div = 100 rad/s, on channels 3 and 4, 1

div = 10 A); (b) experimental starting response of

vector-controlled PMSM drive for fuzzy pre-

compensated PI speed controller at no load with

reference speed of 251.32 rad/s (scale on X-axis 1

div = 20 ms, Y-axis channels 1 and 2, 1 div = 325

rad/s, on channels 3 and 4, 1 div = 5 A)



Figure 5.27 (a) Simulated starting response of vector-

controlled PMSM drive for HFPI speed controller

at no load with reference speed 251.32 rad/s

(scale on X-axis 1 div = 10 ms, Y-axis channels 1

and 2, 1 div = 100 rad/s on channels 3 and 4, 1 div

= 10 A); (b) experimental starting response of



vector-controlled PMSM drive for HFPI speed

controller at no load with reference speed of

251.32 rad/s (scale on X axis 1 div = 20 ms, Y-axis

channels 1 and 2, 1 div = 225 rad/s on channels 3

and 4, 1 div = 3 A)





Figure 5.28 (a) Simulated load perturbation response of

vector-controlled PMSM drive with PI speed

controller running at 251.32 rad/s load

perturbation from no load to 2.5 N m to no load

(scale on X-axis 1 div = 20 ms, Y-axis channels 1

and 2, 1 div = 100 rad/s, on channels 3 and 4, 1

div = 10 A); (b) experimental load application

response of vector-controlled PMSM drive with PI

speed controller running at 251.32 rad/s (scale on

X-axis 1 div = 20 ms, Y-axis channels 1 and 2, 1 div

= 200 rad/s, on channels 3 and 4, 1 div = 5 A); (c)

experimental load removal response of vector-

controlled PMSM drive with PI speed controller

running at 251.32 rad/s (scale on X-axis 1 div = 20

ms, Y-axis channels 1 and 2, 1 div = 200 rad/s, on

channels 3 and 4, 1 div = 5 A)





Figure 5.29 (a) Simulated load perturbation response of

vector-controlled PMSM drive for sliding mode

speed controller running at 251.32 rad/s, load

perturbation from no load to 2.5 N m to no load

(scale on X-axis 1 div = 200 rad/s on channels 3

and 4, 1 div = 10 A); (b) experimental load

application response of vector-controlled PMSM

drive for sliding mode speed controller running at

251.32 rad/s (scale on X-axis 1 div = 20 ms, Y-axis

channels 1 and 2, 1 div = 300 rad/s, on channels 3

and 4, div = 4 A); (c) experimental load removal

response of vector-controlled PMSM drive for

sliding mode speed controller running at 251.32

rad/s (scale on X-axis 1 div = 20 ms, Y-axis

channels 1 and 2, 1 div = 300 rad/s on channels 3

and 4, 1 div = 4 A)





Figure 5.30 (a) Simulated load perturbation response of

vector-controlled PMSM drive for fuzzy pre-

compensated PI speed controller running at

251.32 rad/s load perturbation from no load to 2.5

N m to no load (scale on X-axis 1 div = 20 ms, Y-

axis channels 1 and 2, 1 div = 100 rad/s, on

channel); (b) experimental load application

response of vector-controlled PMSM drive for

fuzzy pre-compensated PI speed controller running

at 251.32 rad/s (scale on X-axis 1 div = 20 ms, Y-

axis channels 1 and 2, 1 div = 200 rad/s, on

channels 3 and 4, 1 div = 4 A); (c) experimental

load removal response of vector-controlled PMSM

drive for fuzzy pre-compensated PI speed

controller running at 251.32 rad/s (scale on X-axis

1 div = 20 ms, Y-axis channels 1 and 2, 1 div = 200

rad/s, on channels 3 and 4, 1 div = 4 A)





Figure 5.31 (a) Simulated load perturbation response of

vector-controlled PMSM drive for HFPI speed

controller from no load to 2.5 N m to no load with

reference speed 251.32 rad/s (scale on X-axis 1 div

= 20 ms, Y-axis channels 1 and 2, 1 div = 100 rad/s

on channels 3 and 4, 1 div = 5 A); (b) experimental

load application response of vector-controlled

PMSM drive for HFPI speed controller with

reference speed of 251.32 rad/s from no load to

2.5 N m load (scale on X-axis 1 div = 20 ms, Y-axis

channels 1 and 2, 1 div = 600 rad/s on channels 3

and 4, 1 div = 5 A); (c) experimental load removal

response of vector-controlled PMSM drive for

HFPI speed controller with reference speed of

251.32 rad/s from 2.5 N m load to no load (scale

on X-axis 1 div = 20 ms, Y-axis channels 1 and 2, 1

div = 600 rad/s on channels 3 and 4, 1 div = 5 A)



Figure 5.32 (a) Simulated speed reversal response of

vector-controlled PMSM drive with PI speed

controller at no load with reference speed from

+251.32 to −251.32 rad/s (scale on X-axis 1 div =

20 ms, Y-axis channels 1 and 2, 1 div = 200 rad/s,

on channels 3 and 4, 1 div = 10 A); (b)



experimental speed reversal response of vector-

controlled PMSM drive with PI speed controller at

no load with reference speed from +251.32 to

−251.32 rad/s (scale on X-axis 1 div = 20 ms, Y-

axis channels 1 and 2, 1 div = 250 rad/s, on

channels 3 and 4, 1 div = 7.8 A)



Figure 5.33 (a) Simulated speed reversal response of

vector-controlled PMSM drive for sliding mode

speed controller at no load with reference speed

from 251.32 to −251.32 rad/s (scale on X-axis 1 div

= 20 ms, Y-axis channels 1 and 2, 1 div = 200 rad/s



on channels 3 and 4, 1 div = 10 A); (b)

experimental speed reversal response of vector-

controlled PMSM drive for sliding mode speed

controller at no load with reference speed from

251.32 to −251.32 rad/s (scale on X-axis 1 div =

20 ms, Y-axis channels 1 and 2, 1 div = 500 rad/s

on channels 3 and 4, 1 div = 7.8 A)



Figure 5.34 (a) Simulated speed reversal response of

vector-controlled PMSM drive for fuzzy pre-

compensated PI speed controller at no load with

reference speed from +251.32 to −251.32 rad/s

(scale on X-axis 1 div = 20 ms, Y-axis channels 1



and 2, 1 div = 200 rad/s, on channels 3 and 4, 1

div = 10 A); (b) experimental speed reversal

response of vector-controlled PMSM drive for

fuzzy pre-compensated PI speed controller at no

load with reference speed from +251.32 to

−251.32 rad/s (scale on X-axis 1 div = 20 ms, Y-

axis channels 1 and 2, 1 div = 400 rad/s, on

channels 3 and 4, 1 div = 7.6 A)



Figure 5.35 (a) Simulated starting response of vector-

controlled PMSM drive for HFPI speed controller

at no load with reference speed 251.32 rad/s

(scale on X-axis 1 div = 10 ms, Y-axis channels 1

and 2, 1 div = 200 rad/s on channels 3 and 4, 1 div

= 10 A); (b) experimental speed reversal response

of vector-controlled PMSM drive for HFPI speed



controller at no load with reference speed from

251.32 to −251.32 rad/s (scale on X-axis 1 div =

20 ms, Y-axis channels 1 and 2, 1 div = 425 rad/s,

on channels 3 and 4, 1 div = 7.6 A)

5.12.1 Starting dynamics of vector-

controlled PMSM drive

The PMSM is fed from the vector controller, which
generates the controlled voltage and controlled frequency
for the motor. The motor is started at a low frequency
decided by the vector controller and finally the frequency is
increased to run the motor in steady-state condition and to
achieve the set reference value of speed. The starting time
of the drive is defined as time needed for the drive to reach
from standstill to 90% of reference speed. The reference
speed is set to 251.32 electrical rad/s (1,200 rpm) with a
torque limit set to one and half times of the rated value.
The starting current is inherently limited to one and half
times of the rated current when the motor builds up the
developed torque to reach the set reference speed. When
the developed speed of the motor is almost equal to the
reference speed, the winding currents get reduced to small
values and the developed torque becomes equal to the load
torque as observed in the starting response shown in
Figures 5.24–5.27. Figure 5.24 shows both the
experimental and simulated responses of the vector-
controlled PMSM drive during starting with the PI
controller in speed control loop. A step change in reference
speed from 0 to 251.32 electrical rad/s (1,200 rpm) is
applied at t = 0.06 s. The test results show that the motor
attains the set speed of 1,200 rpm in 80 ms and it has close
agreement with the simulated results of 78 ms for the
starting of the drive for the same reference speed. The
motor winding currents are found to increase to a high



value at the time of starting decided by the torque limiter,
which reduces to a small value under steady-state
operating condition because the motor is running at no-
load.

Figure 5.25 depicts the starting response of the vector-
controlled PMSM drive with SMC speed controller. The
reference speed is maintained at 251.32 electrical rad/s for
comparison of PMSM drive performance with different
speed controllers. It is observed that in this case, the test
results give the starting time of 75 ms, while the simulated
result shows that a starting time of 72 ms is needed for the
drive.

With FPPI speed controller, the performance of the
vector-controlled PMSM drive is shown in Figure 5.26. It is
observed from this figure that stating time required for the
drive in test results is 70 ms, whereas it is 68 ms in
simulation case.

The performance of HFPI speed controller for the VC
PMSM drive is shown in Figure 5.27. It is observed from
these results that the hybrid controller needs a starting
time of 65 ms in test results and 62 ms in simulation
results.

To facilitate comparison between the effectiveness of
these controllers, the results pertaining to the starting time
are given in Table 5.2. From these results, it is clear that
the system needs least starting time with HFPI controller,
and there is a close agreement between experimental and
simulated results in each case.

Table 5.2 Starting time for different types of speed

controllers



5.12.2 Load perturbation performance of

vector-controlled PMSM drive

The load perturbation response of the vector-controlled
PMSM drive is shown in Figures 5.28–5.31. The motor is
running at a steady-state speed of 251.32 electrical rad/s
when suddenly a load torque equal to 2.5 N m (45.45% of
rated torque) is applied on the motor shaft. Sudden
application of the load causes an instantaneous fall in the
speed of the motor. In response to the drop in speed, the
output of the speed controller responds by increasing the
value of reference torque. In response to this, the
electromagnetic torque developed by the PMSM increases
to quickly recover the loss in the motor speed and bring it
to the reference value with the corresponding increase in
winding currents. The load perturbation response of PMSM
drive system is studied for the case of all four types of
speed controllers viz., PI, SMC, FPPI and HFPI speed
controllers and is analyzed separately for the load
application and load removal.

In Figure 5.28, load application response of the PMSM
drive is shown with PI speed controller. The winding
currents are found to increase as the load on the motor
shaft is applied and a momentary dip of small magnitude is
observed in the rotor speed, which is recovered in a very
small time.

Similarly, Figures 5.29–5.31 show the load application
response with the SMC, FPPI and HFPI speed controllers.
On comparing these results, it is seen that the response of



the HFPI speed controller is least affected by the
application of sudden load.

For studying the load removal response, the PMSM is
run at 251.32 electrical rad/s (1,200 rpm) with a load of 2.5
N m, and this load is suddenly removed from the motor
shaft. The simulated and experimental responses for this
case with all four types of speed controllers are obtained
and shown in the same set of Figures 5.28–5.31. The HFPI
speed controller is found to be the most suitable for
maintaining the constant speed of PMSM and giving a good
load removal response too. In all cases, the good
correlation between simulated and test results is observed.

5.12.3 Speed reversal dynamics of vector-

controlled PMSM drive

The speed reversal dynamics of the vector-controlled
PMSM drive is observed for the sudden change of
reference speed from +251.32 electrical rad/s (+1,200
rpm) to −251.32 electrical rad/s (−1,200 rpm) with all four
different types of speed controllers. For the motor running
previously at +251.32 electrical rad/s speed in forward
direction, the reference speed command is suddenly
changed to −251.32 electrical rad/s. The reversal time of
the motor is measured between the instant of application of
speed reversal command and the instant when the motor
attained 95% of the speed in the set direction (reversed).

The drive speed reversal response with PI speed
controller is shown in Figure 5.32. It is observed from this
response that motor winding currents are increased to the
maximum allowable value during the speed reversal time
span and as soon as motor speed reaches the reference
speed, the winding currents are settled to its normal value
governed by the load on the motor shaft. Both the
experimental and simulation results are shown in Figure



5.32 for the PMSM drive with PI controller in the speed
loop.

The response of drive with SMC, FPPI and HFPI speed
controllers for the speed reversal case is shown in Figures
5.33–5.35, respectively. The speed reversal time for
different speed controllers is compared in Table 5.3. The
reversal time for the PI speed controller and SMC speed
controller is 90 and 85 ms, respectively, whereas the
reversal time for FPPI speed controller is 80 ms and it
further reduces to 78 ms with the HFPI speed controller.

Table 5.3 Reversal time for different types of speed

controllers

A comparison of results confirms the earlier trend of
response of drive with HFPI controller taking least time for
reversal and of close agreement between simulated and
test results in all cases.

5.12.4 Comparative study among different

speed controllers

In the previous sections, simulated and experimental
results of the vector-controlled PMSM drive for different
operating conditions are given for four different types of
speed controllers. Careful comparison of the performance
of PMSM with different speed controllers reveals that HFPI
speed controller results in giving the best response in



terms of starting and speed reversal time. This particular
controller combines the advantages of FL controller and
conventional PI speed controller. The sliding mode
controller, on the other hand, reflects the chattering
problem. For the DSP-based implementation of these
controllers, the fuzzy-based speed controllers need complex
and long algorithms whereas PI and SMC speed controllers
need simple and less lengthy code for their implementation.

5.13 Sensor reduction in vector-

controlled permanent magnet

synchronous motor drive

The method of analysis for both experiment and simulation
developed earlier is now put to use by extending its use to
include sensorless control of the PMSM drive. This chapter
deals with the mechanical sensorless operation of the
vector-controlled PMSM drive. It may be realized that a
reduction in the sensor requirement of PMSM drive not
only helps in giving greater reliability to the drive system
but it also reduces the overall cost of the system. The
vector-controlled PMSM drive system needs sensor for
position/speed and current. The mechanical speed sensor
has the disadvantages of increased cost, reduced reliability
and is susceptible to noise. Estimation techniques for
position/speed are required for the elimination of
mechanical sensors in PMSM drives. The winding currents
of PMSM are sensed using the Hall current sensors and for
elimination/reduction of these electrical sensors, methods
of estimation of motor winding current are needed which
can help in reducing/eliminating with reduced/without
current sensors. Similarly, for the elimination of voltage
sensor, which is required for the sensing of PMSM stator
winding applied voltages, methods are required to



reconstruct the voltage waveforms with reduced/without
using voltage sensors.

With these objectives in view, an attempt is made to
develop a simple and robust technique to estimate the rotor
speed using the sensed currents in two phases of PMSM
and the dc-link voltage.

5.13.1 Sensor requirements in vector-

controlled PMSM drive system

The vector-controlled PMSM drive requires feedback signal
for its control algorithm, which includes the position of the
rotor magnet, speed of the rotor and winding currents of
PMSM. For providing feedback of these signals to the
drive, the use of position/speed sensors and current
sensors is needed in a drive system. These sensors, both
mechanical and electrical, add to the cost and complexity of
the drive. In addition, they also suffer from the effect of
drift, noise, nonlinearity and aging. It is, therefore,
considered desirable to reduce/eliminate some of these
sensors from the drive system so that cost and complexity
of drive are reduced without compromising on the level of
performance. For this purpose, the existing techniques of
sensor reduction need to be examined with a view to
identifying suitable technique for the given application.

5.13.2 Review of mechanical sensor

reduction techniques in PMSM drive

The mechanical sensors used for speed/position feedback
increase the drive system inertia, which is undesirable in
high-performance drives. They also increase the
maintenance requirement and have difficulties of mounting
in very small motors and also in low power drive, the cost
of such sensors is comparable to other costs. Moreover, in



drives operating in hostile environments, or in the high-
speed drives, speed sensors cannot be mounted.

Availability of high computing facility of DSP at
reasonable cost has paved the way for the estimation of
position and speed by using the software algorithm of state
estimation techniques where observation of applied stator
voltages and winding currents is required. Some of the
available techniques for estimating the position and speed
of the PMSMs include [13–15] the following:

1. Back emf-based position estimation technique.
2. Monitoring applied stator voltages and resulting

winding current-based estimation technique.
3. Observer-based sensorless estimation of position and

speed.
4. High-frequency carrier signal injection method for

estimation of position and speed.
5. Stochastic filtering-based sensorless estimation of

position and speed.
6. Current and voltage model-based sensorless

algorithms.
7. Artificial intelligence (AI)-based position and speed

estimators.

The basic features of these techniques are given as follows:

5.13.2.1 Back emf-based position

estimation technique

The principle of this method is to compute the back emf
vector in order to determine the rotor position angle and
find from this the velocity of rotor. It can be seen that the
PM flux vector of the rotor is aligned with the d-axis and,
therefore, the back emf vector is aligned with the q-axis
and together they indicate the rotor position angle θr.



5.13.2.2 Stator voltages and winding

current-based techniques

In this method, the stator voltages and currents are sensed
and by subtracting the ohmic drop from the terminal
voltage, the induced back emf is calculated. The stator flux
is obtained by simple integration of this back emf.
However, this method suffers from integration drift and dc
offset that lead to an offset in flux waveform and
consequently, it gives an incorrect value of motor speed.
Special techniques are, therefore, required to compensate
for the offset error of this method.

5.13.2.3 Observer-based sensorless

estimation of position and speed

The observer-based position and speed estimation
techniques are used to increase the overall ruggedness of
the drive. This scheme is sensitive to the parameter of the
plant and also to the external disturbance, such as load
torque. The stability of this technique can be improved by
proper choice of the location of the observer pole. The
speed and position information can also be obtained from
the reduced order observers. This allows both the
simplification of the system and the reduction of the
computational burden in implementation.

5.13.2.4 High-frequency carrier signal

injection method for estimation of

position and speed

In this method, a carrier signal is superimposed on the
fundamental excitation to track the spatial saliency images
to provide sensorless control of the PMSM drive down to
very low or zero speed. When a rotor position or saturation-



dependent variation in the stator transient inductance
exists, its shape can be tracked by injecting a high-
frequency carrier signal voltage. The resulting carrier
signal current consists of a positive sequence component
that contains no spatial information and a negative
sequence component that contains the desired spatial
saliency position information in its phase. The position
information is extracted from the negative sequence
component by a suitable decoder circuit and in this way,
the mechanical position and speed sensors are totally
eliminated. The advantage of this method lies in the fact
that this method works satisfactorily even at zero speed.

5.13.2.5 Stochastic filtering-based

sensorless estimation of position and

speed

In the model-based adaptive system, linearization of the
nonlinear equations describing the drive behavior along the
nominal state trajectory does not guarantee the overall
stability. Carrier signal injection-based method for
sensorless estimation of position/speed works only if PMSM
has anisotropic property. Extended Kalman filter (EKF) is a
stochastic filter-based approach which performs the state
estimation for nonlinear system and it can overcome the
shortcoming of observer based and carrier signal injection
methods. The EKF method is gaining wide application in
position and speed estimation of ac drives including PMSM
drive.

5.13.2.6 Current and voltage model-

based sensorless algorithms

In the current and voltage model-based control for
sensorless position and speed estimation of PMSM drive,



two approaches are used. The basis of the proposed
sensorless control algorithm is to use the difference
between the sensed state variable and the estimated state
variables, which are calculated from an equivalent motor
model in the controller. The different approach is adopted
depending upon the type of the motor model, namely,
voltage model and the current model. In the current and
voltage model-based sensorless control methods, the initial
rotor position detection in PMSM is difficult which can lead
to a temporary reverse rotation or starting failure.
Separate starting procedure is needed in this type of
sensorless control approach of PMSM drive.

5.13.2.7 Artificial intelligence-based

position and speed estimators

Intelligent sensorless control of PMSM drive is based on AI.
The various AI-based methods used for estimation of
position and speed of PMSM are based on expert system,
FL, genetic algorithm and artificial neural network
approach. This system is dependent on the exact model of
the plant, which often works on the ill-defined model. For a
nonlinear complex multivariable and parameter varying
problem, the AI-based system can identify the model and
predict the performance even with the variation in the
parameter over a wide range.

The advantages and shortcomings of these methods of
sensorless operation of the PMSM drive are summarized
and given in Table 5.4.

Table 5.4 Comparison of sensorless position and speed

estimation techniques of PMSM [11,13–15]



5.13.3 Electrical sensor reduction in

PMSM drive

Electrical sensors are used in the PMSM drive to measure
the electrical quantities which include stator winding
currents and applied voltage to stator winding. Drive
complexity can be reduced as well as robustness of the
drive is increased by reduction/elimination of these
electrical sensors. Sensor reduction offers saving the
overall cost of the drive. Voltage and current sensor
reduction leads to greater reliability of drive. Increased
computation burden can be met by DSPs or
microcontrollers and software algorithms, which do not
contribute toward increase of the overall cost. The
electrical sensor reduction/elimination also results in



increased noise immunity of the drive. The estimation
technique for reducing/eliminating current and voltage
sensors includes reconstruction of the three-phase winding
currents and stator winding applied voltages by the use of
dc-link current and dc-link voltage, along with the
switching sequence applied to power semiconductor
devices. In this work, the stator winding applied voltages
are reconstructed by using the single voltage sensor at the
dc-link terminal of the VSI and the applied switching pulse
sequence to the inverter legs.

5.14 Sensorless vector-controlled

PMSM drive

The schematic diagram of the sensorless vector-controlled
PMSM drive system is shown in Figure 5.36. In this drive, a
VC method is used to control the speed of PMSM. The
estimated rotor speed (ωest) is compared with the reference
speed ( ). The error in speed (ωe) is processed in the PI
speed controller, which generates the reference torque
(T*). This reference torque is limited using a limiter and the
limited reference torque ( ) is used to generate the q-axis
component of reference current. The d-axis reference
current is decided on the basis of rotor speed of the drive.
If the rotor speed is above base speed, then field-
weakening control decides the d-axis component of
reference current, otherwise, if the rotor speed is less than
the base speed, than the d-axis component of the reference
current is considered zero. The rotor reference frame
component of current is transformed in stationary
reference frame using inverse Park’s transformation. The
reference winding currents are compared with sensed
winding currents of the motor and error is fed to the
current controller unit for generation of switching signals
of the CC-PWM VSI. The CC-PWM VSI controls the winding



currents of PMSM in desired manner by switching on and
off of appropriated IGBT in the bridge. For the mechanical
sensorless VC of PMSM drive, the position and speed of the
rotor are estimated from the applied stator voltages and
sensed winding current of the motor. The estimator block
estimates stator flux linkages in stationary reference frame,
Sin and Cos position of rotor magnet and speed of the rotor
of PMSM. The inputs to the estimator are the dc-link
voltage, two phase currents of the stator winding of PMSM
and switching status of the VSI obtained by CC-PWM unit
of the drive. The phase voltages of the PMSM are obtained
from the switching status of VSI and dc-link voltage.

Figure 5.36 Block diagram of sensorless vector-controlled

PMSM drive

The modeling of sensorless VC drive is similar to VC
PMSM drive as given in previous section for the
mathematical model of reference current generator, model
of PMSM, model of VSI and model of CC-PWM unit. In the
sensorless vector-controlled PMSM drive, the position and
speed are estimated from the stator flux signals which are
obtained from the integration and filtering of back emf
signals of the drive. The mathematical equations for back



emf, fluxes, position and speed estimator are given in the
following subsections.

5.14.1 Stator voltage estimation

The three-phase voltage applied to the stator winding of the
PMSM is estimated with a single voltage sensor connected
to the dc link of the VSI. The instantaneous value of the
stator voltage can be reconstructed from the sensed dc-link
voltage and the switching sequence of inverter legs. The
stator voltage is estimated in the stationary reference
frame from the mathematical relation as

where  is voltage of the dc link of inverter,  is switching
function of leg of phase “a”,  is switching function of leg
of phase “b” and  is switching function of leg of phase “c”.

5.14.2 Winding current estimation

The PMSM winding currents in stationary reference frame
can be computed by sensing any of two phase currents out
of three phases of the motor winding. The third phase
current is derived from these two phase currents by
considering the fact that stator winding is isolated star
connected and there are balanced currents in the PMSM.
The third phase current can be estimated from the
application of Kirchhoff’s law. The stationary reference
frame current can be expressed as



where  is α-axis winding current of the motor in stationary
reference frame and  is the β-axis winding current of the
motor in stationary reference frame.

5.14.3 Flux estimation

The flux linkage in the stationary reference frame can be
obtained by using the sensed winding currents (ia and ib),
and stator voltage (va and vb) which are computed from the
sensed dc-link voltage (vdc) and switching functions (Sa, Sb
and Sc) as per the (5.39)–(5.42). The flux estimator
provides the stator flux linkage in the stationary reference
frame (  and ) coordinates as

where  and  can be obtained from the stationary
reference frame transformation from three-phase voltages
and currents as follows:

The estimated stator flux-linkage modulus can be
expressed as



5.14.4 Position estimation

The rotor position is estimated from the known values of
stator fluxes in stationary reference frame, the rotor Sin
and Cos positions are related to the stator fluxes. The -axis
component of flux gives sinusoidal position of the rotor
magnet whereas the -axis component of flux gives
cosinusoidal position of the rotor magnet. The estimated
Sin and Cos positions of the rotor are given as

5.14.5 Speed estimation

The rotor speed estimation is based on the accurate
estimation of stator flux in the stationary (  and )
reference frame. The speed of the rotor is calculated based
on the equation given as

where  is the estimated speed of the rotor of PMSM in
electrical rad/s, p is derivative operator equal to d/dt.

5.15 MATLAB-based model of

sensorless vector-controlled PMSM

drive



The simulation model is developed in MATLAB environment
along with Simulink and PSB toolboxes for simulating
response of sensorless vector-controlled PMSM drive under
different operating conditions such as starting, speed
reversal and load perturbation. To test the effectiveness of
the developed model, the response of sensorless vector-
controlled PMSM drive is simulated using PI speed
controller.

The real-time simulation is performed in MATLAB
environment along with Simulink and PSB toolboxes. The
control structure is shown in Figure 5.37 in which a
sampling period of 100 μs is used for simulation. The main
parts of this block diagram are discussed in this section.

Figure 5.37 MATLAB model diagram of sensorless vector-

controlled PMSM drive

5.15.1 Flux estimator

The Simulink model diagram of flux estimator is shown in
Figure 5.38. This block takes the dc-link voltage and two of
the three-phase winding current along with the switching



status of VSI as input and gives the stator fluxes in
stationary reference frame as the output. The back emf is
obtained by subtracting the ohmic drop from the voltage
applied to the stator winding of the PMSM. This is filtered
with the finite impulse response (FIR) filter used for
estimating the stationary reference frame fluxes of the
PMSM.

Figure 5.38 MATLAB subsystem model diagram of

sensorless flux estimator

5.15.2 Position and speed estimation

The Simulink model diagram of position and speed
estimator of vector-controlled PMSM drive is shown in
Figure 5.38. The inputs to this block are fluxes in stationary
reference frame voltage and current signals and the output
is the position signals and the mechanical speed of rotor.
The MATLAB-based model of PI speed controller is shown
in Figure 5.39. The PI speed controller is used to provide a
reference torque for the vector-controlled PMSM drive. The
output of the speed controller is limited to a proper value in
accordance with the motor rating to generate the reference
torque for the load.



Figure 5.39 MATLAB subsystem model diagram of PI speed

controller and PWM current controller

5.15.3 Speed controller

The model of speed controller is realized using the
Simulink toolbox of the MATLAB software. In this part of
the work, only PI speed controller is considered for brevity,
although the analysis is applicable to speed and β-axis
fluxes are directly used for the estimation of rotor position
from which the speed is estimated.

5.15.4 Reference winding current

generation

The Simulink model diagram of reference winding current
generator block is shown in Figure 5.39. This block utilizes
the output of limited value of the speed controller and the
output of field weakening controller along with the
estimated angular position of the rotor. The inverse Park’s
transformation is used in the model for generating the
reference winding currents of the PMSM.



5.15.5 Current controlled pulse width

modulator (CC-PWM)

The Simulink model diagram of CC-PWM used for
generation of switching signal for the VSI is shown in
Figure 5.39. The inputs to this block are the three-phase
reference-winding currents obtained from the reference
winding current generator block and the sensed winding
currents of the motor. For the corresponding phases “a”,
“b” and “c”, switching signals are generated by current
controlled PWM technique.

5.16 DSP-based hardware

implementation of sensorless

vector-controlled PMSM drive

The sensorless vector-controlled PMSM drive is
implemented using the DSP ADMC401. The VVVF source is
realized using the VSI in sensorless control mode. The
winding currents and dc-link voltage are the feedbacks for
the closed-loop structure of the sensorless vector-controlled
PMSM drive. The control algorithm is implemented in real
time using a Digital Motion Controller ADMC401 DSP
developed by analog devices.

Fast speed and high accuracy features of DSPs like
ADMC401, which is used for the implementation of VC
technique, enables a high-resolution control of the
sensorless vector-controlled PMSM drive.

Figure 5.40 shows the block diagram of the sensorless
vector-controlled PMSM drive system. The power circuit
consists of single-phase 50 Hz ac supply, single-phase ac–
dc diode bridge converter, dc-link LC filter, VSI and the
PMSM. The control circuit hardware consists of reference
speed scaling circuits, sensed current scaling circuit using
the Hall effect current and voltage sensors. Gate driver



circuit consists of Semikron make SKHI 22A driver. Six
gating signals achieved at the output of driver chips are
applied between the gate and emitter of the IGBTs of VSI.

Figure 5.40 Experimental setup of sensorless vector-

controlled PMSM drive

5.16.1 Development of signal conditioning

circuits

The control circuit of the hardware implementation of the
drive consists of the dc-link voltage sensing circuit and
winding current sensing circuit. These circuits require their
respective signal conditioning circuits for proper scaling of
the sensed voltage and current signals. The outputs of
these sensors are brought within the acceptable range of
±2 V to be fed to respective ADC channels of the DSP. The
reference speed needed for the closed-loop control is
generated by analog voltage of ±2 V for the entire speed
range from +3,300 to −3,300 rpm of the drive.



5.16.2 Development of power circuit of

the drive

The power circuit consists of a single-phase 230 V, 50 Hz
ac supply, single-phase ac–dc diode bridge converter, dc-
link LC filter, VSI and the PMSM. The VSI is fed from a
diode bridge rectifier and an LC filter is used in the dc link,
which filters the ripples of the dc-link voltage. The VSI
consists of the Semikron make SKM 75 GB IGBTs module.
The thermal trip is provided in the VSI for protection of the
IGBT devices. The switching pattern generated from the
vector controller controls the ON/OFF time of the VSI
switches.

5.17 DSP-based software

implementation of sensorless

vector-controlled PMSM drive

The control software consists of the reference speed input
command, flux estimation, position estimation, speed
estimation, speed controller, limiter, field-weakening
controller, reference winding current generation and PWM
current controller to produce switching signals for VSI
feeding PMSM. The software used for implementation of
vector-controlled PMSM drive is developed in assembly
language of the analog devices DSP ADMC401. The main
equations used in the control software modules are given in
the following section.

5.17.1 Reference speed input

The input voltage in the range of 0 to +2 V is applied to one
of the ADC channel of the ADMC401. The corresponding
digital value of the reference speed obtained from the ADC
channel is used in assembly language routine inside the



DSP. The speed reversal command is inputted through the
digital I/O port of the processor by inputting the +5 V
command signal for speed reversal. The algorithm checks if
there is a speed reversal command given from the I/O port
and if so, the reference speed is converted to the negative
value for the reverse direction motion of the PMSM.

5.17.2 Estimation of stator flux and

position of rotor

In this routine, the stator fluxes in stationary reference
frame are computed from the applied dc-link voltage,
switching status of VSI and winding currents of PMSM. For
estimation of stator fluxes, an FIR filter algorithm is used.
The rotor Sin and Cos position signals are computed by
comparing the instantaneous value of α and β – axis
components of stator fluxes.

5.17.3 Speed estimation

The stator fluxes estimated from the FIR filter algorithm
are used for the calculation of the rotor speed of the
PMSM. The stator flux signals are converted into speed
signal by the algorithm used in the assembly language
software of DSP.

5.17.4 Speed controller

The speed controller and limiter routines take the speed
error between the reference speed and estimated speed of
the rotor and compute the reference torque. The maximum
value of the reference torque is limited by the permissible
winding currents of the motor. In this, implementation of
vector-controlled PMSM drive, the PI speed controller is
used. In the software, corresponding assembly language
codes are developed for PI speed controller routine.



5.17.5 Reference winding current

generation

Three-phase reference winding current generation routine
takes the digital value of d-axis stator current and q-axis
stator current along with the estimated value of Sin and
Cos position signals of the rotor magnet as inputs and it
generates the three-phase reference winding currents
needed for the current controller routine as output. These
reference currents ( , , ) are compared with the
sensed winding currents (ia(k), ib(k), ic(k)) and the resulting
errors are fed to the PWM current controller.

5.17.6 Switching signal generation for

voltage source inverter

The three-phase generated reference currents and the
three-phase sensed currents from the PMSM winding are
fed to the CC-PWM unit. The error between the two sets of
currents is passed through respective current controller
unit and the limited output of the current controller unit is
compared with a high-frequency (10 kHz) triangular carrier
wave. If the amplified error signal of corresponding phase
is more than the carrier signal, then the switching signal
for the upper switch of the same phase is turned on,
otherwise, the lower switch of the same leg is turned on.
Thus, in total, six switching signals are generated, wherein
these are meant for each leg of the three-phase VSI bridge,
namely, leg “a”, leg “b” and leg “c”, respectively. Two
paired complementary signals for respective legs are used
for switching the upper and the lower devices of the same
leg of the VSI with proper dead band to avoid the shoot
through fault in any of the VSI leg.



5.18 Testing of sensorless vector-

controlled PMSM drive

The testing of sensorless vector-controlled PMSM drive is
carried out systematically. The drive consists of power
circuit hardware and the control circuit consists of signal
conditioning circuit for scaling of feedback current and
position signals. After developing the complete drive
system, the testing procedure is carried out for each part of
the system and it is described as follows.

5.18.1 Testing of control circuit

The control circuit of the VC PMSM drive consists of
current feedback circuit, dc-link voltage sensing circuit,
reference speed circuit and the gate driver circuit. The
current feedbacks and the dc-link voltage are tested for
their defined range. The DSP is capable of receiving ±2 V
signals at its ADC channels. Therefore, all feedback signals
are scaled by using a signal conditioning circuit so that the
complete operating range is covered with the desired
accuracy in the predefined range.

The PMSM is run with the open loop V/F control to test
the current sensors for its calibration and accuracy. The
converted digital current signals used for the DSP
algorithm are converted back to analog signal using DACs
and are brought out on to the CRO screen. The sensed
voltage and current signals and the signals obtained from
DAC terminals must overlap each other on the CRO screen.
The process verifies the current signals A to D conversions
and D to A conversions, respectively.

The gating signals obtained from the PWM unit of DSP
are used for individual leg of the VSI. These gating signals
are checked for the complementary signal in each pair of
the same leg with proper dead band. Three pairs of such



PWM signals are checked to prove the satisfactory
operation of the control circuit in all respect.

5.18.2 Testing of power circuit

The complete drive control system is connected and the
output of VSI is connected across a three-phase star-
connected resistive load. A reduced voltage (20%) is
applied at the dc link of the inverter. The resistive load is
fed from the open loop V/F control technique so that the
equal amount of current flows in all three phases of
resistive load. This test proves the proper functioning of the
power circuit. The PMSM is now connected in place of
three-phase resistive load across the VSI. The sensorless
vector-controlled PMSM drive is tested for its operation
with a set reference speed. The closed-loop operation of the
drive is tested for a set of reference speeds of the drive,
with varying dc-link voltage and rotor speed of the drive
remaining constant. Therefore, the satisfactory operation of
the power circuit and closed-loop operation of the drive are
tested for different operating conditions of the drive
system.

5.19 Results and discussion

The performance of the sensorless vector-controlled PMSM
drive is simulated using the developed mathematical model
in MATLAB environment along with Simulink and PSB
toolboxes under different dynamic conditions such as
starting, speed reversal and load perturbation (load
application and load removal). A set of response is obtained
comprising reference speed, rotor speed in electrical rad/s,
two of three-phase winding currents.

The simulated response of the VC PMSM drive is
validated with test results obtained from the developed
prototype of the vector-controlled PMSM drive system for a



1.93 kW, four-pole three-phase PMSM. The experimental
and simulated responses of the PMSM drive system with PI
speed controller are obtained under various operating
conditions such as starting, speed reversal, load
perturbation and steady-state conditions. These responses
are shown in Figures 5.41–5.45 and are discussed in the
following sections. To facilitate comparison, the estimated
position and speed along with sensed position and speed of
the rotor are shown in Figure 5.41(a) and (b).



Figure 5.41 (a) Simulated position and speed estimation

response of sensorless vector-controlled PMSM

drive with PI speed controller with speed reversal

from +188.49 to −188.49 rad/s (scale on X-axis 1

div = 0.2 s, Y-axis channels 1 and 2, 1 div = 5 rad,



on channels 3 and 4, 1 div = 200 rad/s)r; (b) test

results of position and speed estimation response

of sensorless vector-controlled PMSM drive with

PI speed controller at no load with speed reversal

from +188.49 to −188.49 rad/s (scale on X-axis 1

div = 100 ms, Y-axis channels 1 and 2, 1 div = 3.14

rad, on channels 3 and 4, 1 div = 400 rad/s). r =

reference value



Figure 5.42 (a) Simulated starting response of sensorless

vector-controlled PMSM drive with PI speed

controller at no load with reference speed of 90

rad/s (scale on X-axis 1 div = 50 ms, Y-axis

channels 1 and 2, 1 div = 50 rad/s, on channels 3

and 4, 1 div = 10 A); (b) test results of sensorless



vector-controlled PMSM drive with PI speed

controller at no load with reference speed of 90

rad/s (scale on X-axis 1 div = 50 ms, Y axis

channels 1 and 2, 1 div = 100 rad/s, on channels 3

and 4, 1 div = 10 A)



Figure 5.43 (a) Simulated load perturbation response of

sensorless vector-controlled PMSM drive running

at 251.32 rad/s load perturbation from 1.5 to 3 to

1.5 N m (scale on X-axis 1 div = 50 ms, Y-axis

channels 1 and 2, 1 div = 100 rad/s, on channels 3

and 4, 1 div = 10 A); (b) experimental load

perturbation response of sensorless vector-

controlled PMSM drive running at 251.32 rad/s

from 1.5 to 3 to 1.5 N m (scale on X axis 1 div = 50

ms, Y-axis channels 1 and 2, 1 div = 200 rad/s, on

channels 3 and 4, 1 div = 10 A)



Figure 5.44 (a) Simulated speed reversal response of

sensorless vector-controlled PMSM drive with PI

speed controller at no load with reference speed

from −188.49 to +188.49 rad/s (scale on X-axis 1

div = 100 ms, Y-axis channels 1 and 2, 1 div = 200

rad/s, on channels 3 and 4, 1 div = 10 A); (b)



experimental speed reversal response of

sensorless vector-controlled PMSM drive with PI

speed controller at no load with reference speed

from −188.49 to +188.49 rad/s (scale on X-axis 1

div = 50 ms, Y-axis channels 1 and 2, 1 div = 400

rad/s, on channels 3 and 4, 1 div = 10 A)



Figure 5.45 (a) Experimental steady-state response of

vector-controlled PMSM drive running at 350

rad/s with 1.5 N m load (scale on X-axis 1 div = 20

ms, Y-axis channels 1 and 2, 1 div = 200 rad/s, on

channels 3 and 4, 1 div = 10 A); (b) experimental

steady-state response of vector-controlled PMSM

drive running at 175 rad/s with 3 N m load (scale

on X-axis 1 div = 20 ms, Y-axis channels 1 and 2, 1

div = 200 rad/s, on channels 3 and 4, 1 div = 10 A)

5.19.1 Starting dynamics of sensorless

PMSM drive

The PMSM is controlled using a vector controller, which
generates controlled voltage and controlled frequency to
the motor. The motor is started from the known position at
a low frequency and by sensorless VC algorithm, the
position and speed of the rotor are estimated and the
reference speed is increased to bring the motor in steady-
state condition with set value of reference speed. In the
test case, the reference speed is set to 90 electrical rad/s
(430 rpm) with a torque limit set to one and half times of
the rated value. The starting current is inherently limited to
one and half times of the rated current when the motor
builds up the developed torque to reach the set reference
speed. When the developed speed of the motor is almost
equal to the reference speed, the winding currents are
reduced to their no-load values and the developed torque
becomes equal to the load torque as observed in the
starting response shown in Figure 5.42(a) and (b). A step
change in reference speed from standstill to a reference
speed of 90 electrical rad/s (430 rpm) is applied at t = 0.4
s. The test results show that the motor attains the
reference speed of 460 rpm in 58 ms and it has close
agreement with the simulated results which takes 50 ms for



the starting of drive to the same reference speed. The
motor winding currents are increased to a high value which
is decided by the torque limiter and it reduces to a small
value under steady-state operating condition because the
motor is running at no-load.

5.19.2 Load perturbation response of

sensorless PMSM drive

The load perturbation response of the vector-controlled
PMSM drive is shown in Figure 5.43(a) and (b). The motor
is running at a steady-state speed of 251.32 electrical rad/s
with a load torque of 1.5 N m. Suddenly, the load torque is
increased to 3 N m (54.54% of rated torque). Sudden
increase of the load causes an instantaneous fall in the
speed of the motor. In response to the drop in speed, the
output of the speed controller responds by increasing the
reference torque value. Therefore, developed
electromagnetic torque of the PMSM increases to recover
back to fall in speed of the motor. The response is analyzed
both for the load application and load removal. In Figure
5.43(a) and (b), load application and removal responses of
the PMSM drive are shown. The winding currents are
increased as the load on the motor shaft is applied upon
which a momentary small dip in the rotor speed is
observed, which is recovered within a very small time.

5.19.3 Speed reversal dynamics of

sensorless PMSM drive

The speed reversal dynamics of the vector-controlled
PMSM drive is observed for the sudden change of
reference speed from −188.49 electrical rad/s (−900 rpm)
to +188.49 electrical rad/s (+900 rpm) with a PI speed
controller. The speed reversal response is shown in Figure



5.44(a) and (b). The motor is running at −188.49 electrical
rad/s speed in the reverse direction and the reference
speed command is suddenly changed to +188.49 electrical
rad/s. The reversal time of the motor is measured between
the instant of application of speed reversal command and
the instant when the motor attained 95% of speed in the set
direction. It is observed from this response that the motor
takes 100 ms time for the speed reversal in simulation
results while it takes 105 ms in test results. During speed
reversal, the motor winding currents are increased to
maximum allowable value during the speed reversal time
and as soon as the motor speed reaches the reference
speed, the winding currents are settled to its normal value
dictated by the load on the motor shaft.

5.19.4 Steady-state performance of

sensorless PMSM drive

The steady-state performance of vector-controlled PMSM
drive with no-load and at loads of 1.5 N m at 251.32
electrical rad/s and 3 N m at 175 electrical rad/s is shown
in Figure 5.44(a) and (b). It is observed from these
responses that the PMSM operates satisfactorily under
varying load torques. From the simulated and experimental
results, it is evident that the sensorless vector-controlled
PMSM gives acceptable steady-state performance.

5.20 Summary

The vector-controlled PMSM drive system has been
mathematically modeled in MATLAB environment Simulink
and PSB toolboxes. The response of the PMSM drive has
been successfully simulated using the developed model
under different operating conditions such as starting, load
perturbation and speed reversal. The DSP-based



implementation of PMSM drive has been carried out
successfully. A comparative study of different speed
controllers for variable speed operation of vector-controlled
PMSM drive system has shown that they are quite effective
in the control of drive, and the individual speed controllers
have their own advantages and disadvantages. Depending
upon the application, the choice of a particular speed
controller may be made. When the requirement is of
simplicity in control and ease of application, the PI
controller is considered to be a good choice. For achieving
the fast response, the sliding mode controller may be
selected. The main demerits of this selection are the
steady-state error on the application of load. For
eliminating the steady-state error as also for obtaining the
fast response of the drive, it is concluded that the HFPI
controller is a better choice when the requirement is of
high-level accuracy and improved performance of vector-
controlled PMSM drive system.

The sensorless vector-controlled PMSM drive system has
been mathematically modeled in MATLAB environment
along with Simulink and PSB toolboxes. The DSP-based
implementation of sensorless vector-controlled PMSM drive
has been achieved successfully. The FIR filter algorithm is
developed and implemented for the real-time estimation of
the stator fluxes of PMSM in stationary reference frame.
From the estimated value of stator fluxes, the position and
speed of rotor are obtained. However, near the zero speed
operation of the drive, the accurate estimation of flux is not
possible; therefore, the position of the rotor is required for
the implementation of proposed algorithm. The sensorless
vector-controlled PMSM drive has resulted in simple and
robust control of the drive with improved noise immunity
and greater reliability of drive system. It is concluded that
sensorless vector-controlled PMSM drive is best suited for
variable speed drive application.



List of symbols

ωr(k) Measured rotor speed at kth instant
Reference rotor speed at kth instant

ωe(k) Speed error at kth instant
Reference torque at kth instant
Limited reference torque at kth instant
q-Axis reference current
d-Axis reference current

, , Phase reference currents
ia, ib, ic Winding currents
KP and KI Proportional and integral gain constants
Z Switching hyperplane function
C1 Constant of switching hyperplane function
C2 C3 Gains of the sliding mode controller
γ(k) Output of the fuzzy logic controller at kth instant

Modified torque reference at kth instant
∆ωe(k) Rate of change in speed error at kth instant
F Fuzzy mapping function

Output of fuzzy subset
Degree of belonging
Scaling factor of defuzzifier
Pre-compensated reference speed signal

Kt Motor torque constant
θr Rotor angular position
Lq and Ld Inductances along d and q-axis

φf

Stator flux linkages produced by permanent
magnets

φd and φq

Stator flux linkages components along d and q-
axis

Rs Stator-winding resistance per phase



ωb
Rotor base speed

id and iq Stator current components along d and q-axis
vd and vq Stator voltage components along d and q-axis
P Number of magnetic poles
TL Load torque
B Damping coefficient
J Moment of inertia
Sa, Sb

and Sc

Switching functions for phases a, b, c

va, vb, vc Voltage of phases a, b, c
Vdc dc-Link voltage

iα
α-Axis winding current of the motor in stationary
reference frame

iβ
β-Axis winding current of the motor in stationary
reference frame

vα

α-Axis component of voltage in stationary
reference frame

vβ

β-Axis component of voltage in stationary
reference frame
Estimated rotor speed

p Derivative operator (d/dt)

Glossary of terms

Scalar

control

The control of current or voltage in any
application as a scalar quantity for control of
other parameters

VC Vector control
SMC Sliding mode controller
FLC Fuzzy logic controller

FP-PI
Fuzzy pre-compensated proportional plus
integral controller



Resolver Resolver is an absolute position sensor based
on the rotating transformer concept having
two windings to generate two signals
proportional to sine and cosine of angular
displacement

Sliding

mode

control

A control method which forces the system to
slide along a plane of the system’s normal
behavior by continuously changing the control
variables

Fuzzy

control

It is based on a logic which can deal with
situations that can neither be expressed as
completely true nor false but can be said as
partially true

Load

perturbation

Sudden change of the load to any system such
as increment, decrement, complete removal or
full load application
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PM synchronous machine drives
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6.1 Introduction

The purpose of this chapter is to discuss techniques for
analyzing and controlling the electrical performance
characteristics of permanent magnet (PM) synchronous
machines (PMSMs) based on electrical equivalent circuit
models for the machine derived in the synchronously
rotating reference frame. Representation of the d- and q-
axes components of the key machine variables as complex
vectors provides a powerful means of graphically
illustrating the amplitudes and spatial orientations of these
key variables in the machine. This complex-plane
representation of the machine-phase currents will be used
to investigate the performance limits of the machine at high
speeds when operating from a source that is restricted by
maximum voltage and current limits.

There are two major classes of PMSMs that will be
addressed in this chapter, drawing on basic concepts
introduced previously in Chapter 5. These two PMSM
classes are distinguished by the configuration of their
rotors, as illustrated in Figure 6.1. The rotor of the surface



PM (SPM) synchronous machine in Figure 6.1(a) consists
of alternating north- and south-pole magnet arcs mounted
on the surface of a stack of round (non-salient) steel
laminations. The magnets are secured in place using either
a strong adhesive or some type of nonmagnetic
containment shell surrounding the magnets to hold them in
place at elevated speeds (not shown in the figure). The
rotor of the interior PM (IPM) synchronous machine, the
second major PMSM class, is shown in Figure 6.1(b). This
type of PMSM rotor construction is distinguished by
magnets mounted in internal cavities cut inside the stack of
steel rotor laminations. The polarities of these magnets
alternate around the periphery of the machine. While the
differences between the construction details of the SPM
and IPM machines may seem relatively minor at first, the
act of burying the magnets inside the rotor creates a major
difference between the torque production characteristics of
the two types of PMSMs that can be of first-order
importance when selecting the “best” PMSM design for
specific applications. These differences must also be taken
into account when designing the appropriate control
algorithms.



Figure 6.1 Rotors of two major classes of permanent

magnet synchronous machines (PMSMs): (a)

surface permanent magnet (SPM) and (b) interior

permanent magnet (IPM)

Techniques for controlling the torque production in
these two classes of PMSMs during both low-speed and
high-speed operation are discussed in this chapter. Special
attention is devoted to vector control algorithms that
collectively represent the most widely adopted control
technique used today for active torque control in medium-
to high-performance PMSM drives. Modifications of vector
control algorithms that have been developed for high-speed
operation of PMSMs either to reduce eddy-current core
(iron) losses or to achieve constant-power operation via flux
weakening (FW) will also be addressed. Finally, alternative
control algorithms that fundamentally differ from
established vector control techniques and are either
already used in some commercial PMSM drives or are
under serious consideration for future drives will also be
introduced.

6.2 PM machine equivalent circuit

models

AC electric machines pose special challenges for analysis
and control because of the significant nonlinearities that
appear prominently in their differential equations, For
three-phase synchronous machines (IPM or SPM), the
governing differential equations can be expressed as
follows:



where vas, vbs, vcs is the instantaneous phase voltage (V),
ias, ibs, ics is the instantaneous phase voltage (A), ψas, ψbs,
ψcs is the instantaneous phase flux linkages (Wb), Rs is the
stator phase resistance (Ω), θr is the rotor angle (elec. rad),
Las(θr), Lbs(θr), Lcs(θr) is the stator phase self-inductances
(H), Mab(θr), Mbc(θr), Mac(θr) is the stator mutual phase
inductance (H), ψpm is the permanent magnet flux linkage
(Wb).

While these same equations apply to both SPM and IPM
machines, the key difference between them is that all of the
self- and mutual-inductance values that appear in these
equations do not vary as a function of the rotor angle θr for
SPM machines because of their non-salient rotor magnetic
structures. In contrast, these inductances all vary with
rotor angle for the IPM machines because of the cavities in
the rotor laminations that cause magnetic saliency. The
nonlinearity of these differential equations is aggravated
when the mechanical system differential equations (not
shown here) are added, particularly in the case of the IPM
machine.

The most convenient manner of analyzing sinusoidal
PMSMs uses instantaneous current, voltage, and flux
linkage phasors in a synchronously rotating reference
frame locked to the rotor [1]. As indicated in Figure 6.2,
the direct or d axis is aligned with the PM flux linkage
phasor , so that the orthogonal quadrature or q axis is
aligned with the resulting back-emf phasor . The



amplitude of the back-emf phasor can be expressed simply
as

where ωr is the rotor angular frequency in electrical
radians per second, and E is the amplitude of the back-emf
phasor in V-pk.

Figure 6.2 IPM machine synchronously rotating dq

reference frame

Although the full derivation of the transformation
between the three-phase stationary reference frame and
the two-phase synchronous rotor reference frame is not
presented here, readers who are interested in more details
regarding the transformation of electrical variables
between actual phase values and dq-frame values are
referred to [2]. To transform the stator phase voltages into
their corresponding d- and q-axes voltage components in
the synchronous rotor reference frame, the following
equations are used:



These two equations were presented in the preceding
chapter as (5.37) and (5.38) and are repeated hear for
convenience. The same two equations can be used for
transforming phase currents into their corresponding d-
and q-axes components using the same two equations in
(6.3) by replacing all of the v voltage variables with their i
current counterparts. The sinusoidal three-phase current
excitation can also be expressed in Figure 6.2 as an
instantaneous current phasor  made up of the orthogonal
d- and q-axes scalar components id and iq, respectively, and
the applied stator voltage phasor  can be similarly
depicted. By convention, all of the electrical quantities
including voltage, current, and flux linkage are represented
by their peak sinusoidal values (not rms).

Applying these stator-to-rotor reference frame
transformation equations to the three-phase PMSM voltage
equations in (6.1), two coupled equivalent circuits can be
derived for the direct and quadrature axes, as shown in
Figure 6.3. The governing differential equations for these
two equivalent circuits are

and the d- and q-axes flux linkage variables in Figure 6.3
are defined as



where Ld and Lq are the inductances in the d- and q-axes,
respectively. It should be noted that the steady-state
versions of these voltage equations can be easily extracted
from (6.4) equations by setting the di/dt term in each of the
equations to zero.

Figure 6.3 IPM machine dq-frame equivalent circuits in the

synchronous rotor reference frame

The magnet flux linkage source represented by the
equivalent current source I

ch
 appears in the d-axis circuit,

while the resulting back-emf appears as a dependent
voltage source in the q-axis circuit as a component of ω

r
ψ

d
.

As defined in Figure 6.3, the equivalent magnet flux linkage
source current Ich, referred to henceforth, as the IPM
machine characteristic current, equals the magnet flux
linkage divided by the d-axis machine inductance:



This characteristic current is an important parameter of the
PM machine that influences several aspects of the PM
machine’s performance characteristics including extended
high-speed operation and fault-mode performance. The
significance of the characteristic current parameter will
become clearer in later sections of this chapter.

The values of inductances along the two orthogonal axes
L

d
 and Lq are equal (or nearly equal) in a non-salient PMSM

(i.e., SPM machine). However, Ld will typically be smaller
than Lq in salient-pole IPM synchronous machines using
buried or inset magnets since the total magnet thickness
appears as an incremental air gap length in the d-axis
magnetic circuit (i.e.,  for ceramic and rare-earth
magnet materials) [1]. IPM machines with a single magnet
barrier in each pole typically provide Lq/Ld ratios in the
vicinity of 3, while novel axially laminated designs have
been reported with elevated inductance saliency ratios of 7
or higher [3]. Because of the importance of the relative
values of Lq and Ld, a machine parameter  known as the
“saliency ratio” is defined as follows:

Magnetic saturation typically has a significant impact on
the performance characteristics of IPM machines. In
particular, the q-axis inductance Lq tends to be particularly
sensitive to magnetic saturation as the value of iq increases
because of the saturation characteristics of the rotor iron
channels along the q-axis (i.e., parallel to the magnet faces)
[4–6]. In comparison, the d-axis inductance Ld tends to be
much less sensitive to magnetic saturation because this
magnetic path is dominated by the thickness of the magnet
cavity (or cavities) that behaves as a large air gap. These



characteristics are illustrated in Figure 6.4 for a 6-kW IPM
machine designed for a starter/alternator application [7]
showing the significant drop in Lq as iq is increased.
Depending on the details of the rotor construction, the
value of Ld may also some magnetic saturation effects to a
lesser degree because of the impact of the saturating
bridges at the end of the magnet cavities that hold the
magnets in place.

Figure 6.4 Impact of magnetic saturation on Lq as a

function of iq for a 6-kW IPM starter/alternator

machine [7]

Before closing this section, it is worth noting that the
equivalent circuits shown in Figure 6.3 reflect some
important assumptions and simplifications that deserve
discussion. First, the assumption is made that the IPM
machine does not include any rotor damper circuits that
might be found in a classic salient-pole wound-field



synchronous machine. As a result, neither the d- or q-axis
equivalent circuits include R–L branches in the rotor circuit
to model the damper windings. This is appropriate because
the assumption is being made that the associated IPM
machine controller is provided with information about the
rotor’s instantaneous position at all times. As long as this is
the case, rotor damper windings are unnecessary for
improving stability characteristics, and the losses they
generate are undesirable.

It is also worth noting that the equivalent circuits in
Figure 6.3 ignore the presence of any hysteresis or eddy-
current losses in either the machine lamination steel or the
magnets themselves. The only machine losses that are
explicitly modeled in Figure 6.3 circuits are the stator
winding losses reflected in the stator resistance Rs that
appears in both axes. Because the efficiency of IPM
machines is typically quite high, the failure to model the
iron and magnet losses is often acceptable for purposes of
machine performance predictions. However, in those cases
where higher accuracy is desired, the presence of these
additional parasitic losses can be modeled by adding
resistors in parallel with both Ld and Lq.

6.3 IPM machine torque production

characteristics

6.3.1 Basics of torque production in IPM

machines

The dq-frame representation discussed in the previous
section leads to the following general expression for the
instantaneous torque developed in a PMSM:



This torque expression applies to both SPM and IPM
machines which becomes more apparent after studying the
two terms in the torque expression more closely. Each of
the two terms in (6.8) has a useful physical interpretation.
The first “magnet” torque term is independent of id but is
directly proportional to stator current component iq which
is in-phase with the back-emf . In contrast, the second
“reluctance” torque term in (6.8) is proportional to the (id
iq) current component product and to the difference in the
inductance values along the two axes (Ld–Lq). Since the
SPM machine has no magnetic saliency (i.e., Ld = Lq), the
reluctance term vanishes, meaning that the SPM machine
depends solely on the magnet torque term for it torque
production. On the other hand, (6.8) emphasizes the hybrid
nature of torque production in the salient-pole IPM
machine because of the presence of both the magnet
torque and reluctance torque terms. One important control-
related implication of the presence of the reluctance torque
component in the IPM machine torque expression is that,
unlike the SPM machine, the IPM machine torque is no
longer linearly proportional to the stator current amplitude
in the presence of magnetic circuit saliency.

Please note that the presence of both magnet and
reluctance torque components in the IPM machine does not

imply its superiority in torque density over the SPM
machine. The achievable torque density in any ac machine
depends on other key machine design metrics, including
the choice of lamination steel material and current density
in the stator slots [8].

Since Lq is typically larger than Ld in IPM machines, it is
worth noting that id and iq must have opposite polarities in



order for the second term to contribute a positive torque
component. The rightmost expression for the torque in
terms of the characteristic current Ich and the saliency ratio
 is another sign of the importance of these two parameters

in determining the IPM machine’s performance
characteristics.

The relative amplitudes of the magnet and reluctance
torque terms in (6.8) are set during the IPM machine
design process by choosing the rotor topology and
adjusting the magnet and rotor saliency dimensions in
order to vary the relative amplitudes of ψ

pm
 and (Ld–Lq). At

one design extreme, the reluctance term entirely
disappears in a non-salient surface-magnet machine when
Ld equals Lq. At the other extreme, the machine design
reverts to a pure synchronous reluctance machine if the
magnets are removed, eliminating the magnet torque
component. The effects of these design choices are
particularly apparent in the high-speed regime as discussed
later in this chapter.

6.3.2 PMSM torque production

characteristics in dq current plane

In order to gain more insight into the torque production
characteristics of the IPM machine, it is helpful to use the
dq current plane in the synchronous rotor reference frame.
That is, the observer is mounted firmly on the spinning
rotor and oriented so that the magnet’s north pole is
directed along the positive (i.e., rightward) horizontal axis,
corresponding to the positive d-axis. In this dq current
plane, the d-axis current component id is plotted along the
horizontal axis and the q-axis component iq is plotted along
the vertical axis, so that any current vector in this plane
corresponds to a unique combination of id and iq. This same



dq current plane will be used repeatedly throughout the
rest of this chapter because of its value for visualizing key
machine parameter dependencies.

Figure 6.5 shows plots that include several constant-
torque lines for both and SPM and IPM machine. Any
current vector terminating on the same constant-torque
line will deliver the same torque. To illustrate this concept,
two vectors are drawn in Figure 6.5(a) for the SPM
machine that delivers the same motoring torque. The
constant-torque locus lines for the SPM machine are all
parallel horizontal lines. This observation is consistent with
the fact that the SPM machine produces torque that
depends only on the value of iq along the vertical axis. Any
current vector that includes the same amplitude of iq (i.e.,
vertical displacement in Figure 6.5(a)) will produce the
same torque; the value of id does not matter since it does
not contribute to the torque. It should be noted that the
constant-torque locus line in the top half of this figure with
iq>0 produce motoring torque with a positive polarity,
while the locus lines in the lower half with iq<0 produce
negative generating/braking torque.



Figure 6.5 Constant-torque loci for an PMSMs in the dq

current plane: (a) SPM matching and (b) IPM

machine

The constant-torque locus lines for the IPM machine in
Figure 6.5(b) have hyperbolic shapes because of the id iq

product term that appears in the torque equation (6.8). The
presence of the reluctance torque component in (6.8) is
directly responsible for this important feature. To assist
understanding, this plot and several others later in this
chapter have been developed using the simplifying
assumption that Lq is constant (i.e., no magnetic
saturation).

The entire dq current plane for the IPM machine is
broken into four quadrants with motoring torque in two of
the diagonal quadrants and generating torque in the other
diagonal pair. The differences between the SPM and IPM
machines in this regard are clearly identified in Figure 6.5
via labeling of the motoring and generating regions. There
are two orthogonal lines in the IPM dq current plane that
represent the boundaries for the four torque-polarity
quadrants, corresponding to the loci for zero torque. As can
be seen in Figure 2.4, the horizontal axis (iq = 0) serves as
one of these boundaries, while the vertical line defined by 

 serves as the second zero-torque locus. Closer
inspection reveals that this second zero-torque locus
corresponds to the locus of all points where nonzero values
of magnet torque are exactly canceled by the reluctance
torque.

The PMSM drive designer is almost always challenged to
achieve the highest possible drive efficiency during
operation. Since the losses during low- and medium-speed
operation are typically dominated by the stator current
losses (i.e., magnet and iron core losses are secondary in
these speed regimes), the resulting control objective is to



always develop the machine torque with the lowest possible
stator current amplitude in order to minimize the stator I2R

resistive losses at all times. This control objective is almost
universally referred to as maximum torque-per-Amp
(MTPA) operation, and it is applied to both SPM and IPM
machines.

Figure 6.7 shows the MTPA trajectories for both SPM
and IPM machines side-by-side, simplifying comparisons.
The MTPA trajectory for the SPM machine is particularly
straightforward, consisting of a red locus line along the
vertical q-axis. Figure 6.6 provides a visual definition of
such a locus line for a more general case, indicating that
each point along the locus line represents the terminus of a
unique current vector corresponding to a particular value
of torque. Looking back at the torque expression in (6.8),
the magnet torque (the sole source of torque for the SPM
machine) depends only on the q-axis current iq. Applying
any nonzero value of id does nothing to contribute to the
torque, so if the objective is to generate each torque value
with the least amount of current, one is quickly drawn to
the conclusion that the best choice for id is zero for all
torque values, whether motoring or generating.

Figure 6.6 Illustration of current vector locus concept



Figure 6.7 Plot of maximum torque-per-Amp (MTPA)

trajectories in the dq current plane for motoring

and generating operation of PMSM machines: (a)

SPM machine and (b) IPM machine

As was the case for the IPM machines constant-torque
locus lines in Figure 6.5, the MTPA trajectory for the IPM
machine is more complicated than for the SPM machine.
For the IPM machine in Figure 6.7(b), the torque increases
monotonically as one moves along any of the four 45°
trajectories away from the intersection of the two zero-
torque loci, identified by arrows in Figure 6.7(b). Since the
vertical zero-torque locus almost always occurs at a
positive value of id for buried- or inset-magnet IPM
machines (i.e., Lq>Ld), it can be shown that the achievable
torque-per-Amp will always be higher in the second and
third quadrants of Figure 2.4 (i.e., to the left of the q-axis at
id = 0). As a result, IPM machine controllers for these
machines are designed to operate in these two quadrants
(i.e., with negative id) in order to maximize the efficiency of
both the IPM machine and drive.

As noted above, the MTPA current vector locus,
illustrated in Figure 6.6, consists of the curve traced out by



the tip of the current vector  in the dq current plane as the
torque is increased along the MTPA trajectory. This
concept is used to plot the MTPA current trajectory for the
IPM machine (Figure 6.7(b)), connecting all of the points in
the dq current plane where each progressively higher
torque amplitude is delivered using the minimum possible
stator current amplitude. Two trajectories are shown
emanating from the current plane origin, one
corresponding to motoring operation in the second
quadrant, and another for generating in the third quadrant.
One helpful way to interpret the MTPA locus line is to
inspect any one of the black constant-torque locus lines.
The point along each locus line that is closest to the origin
in the dq current plane represents the MTPA operating
point for that particular value of torque. The red MTPA
locus trajectory connects the MTPA operating points for
each of the achievable torque values.

As a reminder, please recall that the effects of magnetic
saturation are not included in this plot. Figure 6.7 and later
plots in the dq current plane use normalized (per-unit)
currents for both id and iq. That is, all of the current values
are normalized by the rated current of the IPM machine
that flows when the machine is developing rated torque.

6.3.3 Current limit circle

Another feature illustrated in Figure 6.7 that will prove
very useful later in the discussion of FW operation of the
IPM machine at high rotor speeds is the current limit
circle. Assuming that the available current from the source
supplying the IPM machine is limited to 1 pu (rated current
= Imax), a locus can be conveniently drawn in the figure
connecting all points that correspond exactly to this
limiting condition. In fact, this current limit condition



corresponds to a circle that can easily defined by the
following equation:

In order to satisfy this maximum current limit condition,
the machine current vector  must always terminate either
inside or on the current limit circle shown in Figure 6.6.
Any point outside of this current limit circle corresponds to
an overcurrent condition for the source that is supplying
electrical power to the machine. The ramifications of this
current limit will be presented later in this chapter during
the discussion of FW operation.

6.3.4 Impact of magnetic saturation on

maximum torque-per-Amp

trajectories

As noted above, the MTPA trajectories plotted in Figure 6.7
do not include the effects of magnetic saturation. However,
IPM machines are almost always designed so that magnetic
saturation does have a significant impact of the machine’s
electrical parameters (Lq, in particular, as shown in Figure
6.4).

One of the significant ways that the magnetic saturation
is manifested in the IPM machine’s performance is the
developed torque and its specific dependence on the d- and
q-axes current components. That is, the constant-torque
locus curves in Figures 6.5(b) and 6.7(b) become distorted
from their simple hyperbolic shapes because the value of Lq

in the torque equation (6.8) is no longer a constant, but
instead changing as a function of the q-axis current iq, often
with cross-coupled effects from id as well.



Of particular significance for purposes of operating the
IPM machine at high efficiency, the MTPA trajectories
shown in Figure 6.7(b) are also shifted as a result of
magnetic saturation. Figure 6.8 shows an example of the
change in the MTPA trajectory in the motoring regime
(second quadrant) caused by including magnetic saturation
effects for the same 6-kW IPM starter/alternator machine
that provided the saturated q-axis inductance
characteristics shown in Figure 6.4 [7].

Figure 6.8 Maximum torque-per-Amp trajectories for 6-kW

IPM starter/alternator machine in the motoring

regime (second quadrant) both without and

including the effects of magnetic saturation [7]



First, it should be noted that the origin in the dq current
plane of Figure 6.8 is located in the lower right corner.
MTPA trajectories are plotted for the machine both with
and without magnetic saturation, showing that the MTPA
trajectory in the motoring regime swings counterclockwise
in the direction of the negative d-axis as a result of
saturation effects. It is typical for the angle of the
trajectory with respect to the vertical q-axis (defined as
angle γ) to increase from a value less than 45° to a value in
the vicinity of 50°–60°. A symmetrical clockwise swing of
the MTPA trajectory in the direction of the negative d-axis
occurs for generating operation in the third quadrant.

The second major impact of magnetic saturation on
torque production in the IPM machine is that a higher
stator current amplitude is required to develop the same
torque when saturation effects are included. For example,
Figure 6.8 shows that approximately 15% higher stator
current is required to develop rated torque (labeled 100%)
when saturation effects are included than when they are
ignored.

A natural question that arises when one first sees such
comparisons is as follows: given the loss in torque-per-Amp,
would it be better to design IPM machines that avoid
magnetic saturation altogether? Unfortunately, so much
volumetric and mass power density would be lost in the
machine by designing it to avoid saturation that this
approach is almost never practical to adopt. The situation is
similar to that of switched reluctance machines with regard
to magnetic saturation. In both cases, saturation is
undesirable but unavoidable in order to achieve attractive
machine power density and performance characteristics.
The motor designer must simply learn to manage magnetic
saturation as a fact of life in IPM machines.

6.4 Vector control of PM machine



6.4.1 Review of basic vector control

principles

The basic concepts of vector control as a means of
achieving high-performance torque control in PMSMs were
introduced in the preceding chapter, Section 5.6. They will
be reviewed briefly here and restated in a context that has
been adjusted for the discussion in this chapter. More
specifically, these principles will be addressed using the
block diagram of a vector-controlled PMSM drive that is
provided in Figure 6.9. This diagram is presented in a form
that is sufficiently general to be applied to both SPM and
IPM machines, but it is primarily intended to address
operation at lower speeds where the drive operation is not
limited by the available voltage. Extensions of this basic
PMSM vector control diagram for operation in the high-
speed constant-power range will be discussed later in this
chapter.

Figure 6.9 Block-diagram of vector control PMSM drive

applicable to both SPM and IPM machines

The heart of this conventional vector control PMSM
drive consists of a current-regulated voltage-source (VS)
inverter that appears as a block on the right side of the



figure. That is, the basic six-switch three-phase VS inverter
incorporates pulse-width modulation (PWM) so that its
three-output voltage waveforms can be conveniently
modulated to adjust their amplitudes and wave shapes in
addition to their fundamental frequency values. The
instantaneous output phase currents are measured and
closed-loop feedback control techniques are applied to
control the instantaneous currents in the three machine
phases (iA, iB, and iC) using a high-bandwidth current
regulation algorithm. It is assumed that the reader is
already well acquainted with this key building block for the
drive, and many suitable references are available for those
who are not.

6.4.2 Application of vector control to SPM

and IPM machines

In view of the nature of PMSM torque production
discussion in this section, the vector control algorithm is
configured to control the two current components in the
synchronously rotating rotor reference frame, id and iq.
Accordingly, the instantaneous torque command 
(commands are designated by the asterisk superscript (*))
are converted into the appropriate current commands in
the rotor reference frame,  and , based on the PMSM
torque expression (6.8). In most cases, the MTPA trajectory
for a given SPM or IPM machine (Figure 6.7) is used to
provide the mapping of any motoring or generating/braking
torque command into a unique combination of d- and q-axes
current commands. This mapping is designated in Figure
6.9 by the “dq current program” functions fd and fq.

This MTPA current mapping is particularly
straightforward for an SPM machine since the MTPA
trajectory in Figure 6.7(a) calls for all of the stator current



to be oriented along the q-axis with the amplitude of iq

being linearly proportional to the torque Te. The
corresponding fd and fq functions for the SPM machine are
plotted in Figure 6.10(a) as a function of the torque
command . As shown, the value of fd is always zero since
no d-axis current is desired for MTPA operation, while the
fq function is a sloped straight line because of the linear
proportionality feature.

Figure 6.10 Plots of fd and fq functions for current

command generation in vector control PMSM

drive configuration shown in the figure using

MTPA trajectories: (a) SPM machine and (b) IPM

machine

In contrast, the fd and fq functions for the IPM machine
plotted in Figure 6.10(b) are more complicated because of
the presence of reluctance torque in addition to the magnet
torque. Both fd and fq have square-root components
because the reluctance torque is proportional to the square

of the current amplitude (ignoring saturation effects), in
contrast to the simpler linear proportionality of the magnet
torque. It is interesting to note the contrasting symmetries



of the two functions for the IPM machine, with fd being an
even function while fq is an odd function. These
characteristics are consistent with the MPTA current
trajectory for the IPM machine in Figure 6.7(b), where the
motoring and generating/braking segments of the MTPA
trajectory are symmetrical with respect to the negative d-
axis so that only the polarity of iq determines the torque
polarity, consistent with the features of fd and fq in Figure
6.10(b).

It is worth noting that the parameters defining the
detailed shapes of the fd and fq functions must be adjusted
to match those of the PMSM machine that is being
controlled. That means that anything that causes the
parameters of the actual machine to deviate from those
programmed into the fd and fq functions will cause errors
between the actual machine torque and the commanded
value. Fortunately, this is not a major problem in many
applications for a combination of reasons. First, the
sensitivity of the machine torque Te to modest or even
moderate errors in the fd and fq functions is generally not
very high, and second, any applications that close either
speed or position loops around the innermost torque
control loop will automatically compensate for typical
errors in the gain or linearity of the torque loop. However,
in those applications where high accuracy of the
instantaneous torque produced the machine is required,
special steps may be required to continually tune the
machine parameters using techniques such as model
reference adaptive control or temperature compensation
algorithms.

Once the  and  current commands are generated, they
have to be converted back to the stationary reference
frame based on information available about the
instantaneous rotor position angle θr. As indicated in



Figure 6.9, it is assumed that this key feedback information
is provided by a rotor shaft angle position sensor mounted
on the shaft of the PMSM, typically taking the form of
either an encoder or resolver. Unlike a squirrel-cage
induction machine which does not have physically defined
axes associated with the rotor because of its rotational
symmetry, any PMSM has well-defined rotor axes
determined by the position and polarities of the rotor
magnets. As a result, any rotor position sensor used in a
PMSM vector control drive such as Figure 6.9 must be able
to provide “absolute” rotor angular position to the controls
so that the stator current vector can be properly oriented
with respect to the instantaneous orientation of the magnet
flux linkage ψpm.

The transformation of the  and  current commands
from the synchronously rotating reference frame to the
stationary frame is accomplished using the three equations
provided previously in Chapter 5 as (5.20)–(5.22) and
repeated here for convenience.

While these three equations are not particularly
complicated, the fact that they include trigonometric
functions and must be evaluated repeatedly in real-time
means that appropriate computational resources must be
allocated to perform these critical current command
transformations very accurately and very quickly.



6.4.3 Introduction to self-sensing

techniques for vector control drives

Although either shaft-mounted encoders and resolvers are
standardly used in many PMSM applications, particularly in
those requiring high-performance torque production for
extended periods near zero speed, there is a rich and
growing literature associated with self-sensing control
technology that eliminates the shaft-mounted position
sensors [9]. Although the term “sensorless control” is
commonly used to describe this approach, “self-sensing” is
a far more appropriate name since machine electrical
variables including phase currents and terminal voltages
are used as feedback signals to estimate the instantaneous
rotor position in real time. Once the machine is spinning,
the back-emf voltage generated by any PMSM is an
appealing target for estimation since it provides so much
information about the rotor position [10]. There are many
commercial applications requiring little or no low-speed
operation that use self-sensing control algorithms based on
this approach, eliminating the need for expensive and
fragile position sensors.

Self-sensing control algorithms that continue to work
well down to machine standstill conditions depend on
finding a source of rotor electromagnetic asymmetry that
can be electrically sensed at zero speed. An excellent
example is the magnetic saliency of IPM machines that
makes it possible to accurately determine the rotor’s
angular position at very low speeds including standstill by
detecting angular variations in the machine’s phase
inductance [11]. Unlike the back-emf voltage, the PMSM
does not need to be spinning to measure the phase
inductances, often using low levels of high-frequency
voltage excitation to enable the inductance measurements.
There are many challenges associated with making these



algorithms work under all of the operating conditions
encountered in real-world applications. In fact, one of most
powerful approaches to enhancing a drive’s self-sensing
capabilities is to custom design the PM machine itself to
make it a better sensor [12]. As a result, research and
development is continuing around the world on efforts to
make this self-sensing technology sufficiently robust and
low cost to qualify for demanding applications such as PM
traction machines in commercially produced electric
vehicles.

6.5 IPM machine capability curves

6.5.1 Basic principles

The available operating range of torque and speed values
that can be delivered by any machine excited by a variable-
speed drive is very important in determining the drive’s
suitability for specific applications. The torque and speed
capabilities are ultimately determined by the machine type
and parameter values combined with the limits on the
voltage and current that can be supplied by the drive power
electronics.

In many cases, the desired torque-speed operating
envelope has features illustrated in Figure 6.11. This figure
highlights the presence of the so-called constant-torque
operating range at low speeds below the corner speed ωo

where the maximum torque is limited by the maximum
available stator current Imax. The voltage limit is not a
factor in this low-speed operating range until the corner
speed ωo is reached at which point the envelope operating
point is characterized by the machine operating
simultaneously at the current and voltage limits (Vmax)
simultaneously.



Figure 6.11 Idealized torque vs. speed and power vs. speed

capability curves for variable-speed drive showing

both constant-torque and constant-power ranges

of operation

The drive operating regime above this corner speed is
commonly referred to as the “constant-power” range even
though the envelope for a particular machine drive may not
actually follow a constant-power trajectory. Throughout
this operating range, the envelope operating points are
determined by machine excitation by Imax and Vmax. Since
the machine stator flux is determined by the ratio of the
applied voltage to the excitation frequency, the fact that
the voltage is constant at its limit while the speed increases
means that this operating regime is characterized by
reduced stator flux as the rotor speed increases. For the
idealized conditions illustrated in Figure 6.11, the torque
falls off as the reciprocal of the rotor speed (i.e., 1/ωr) so
that the delivered output power is exactly constant.

The maximum operating speed at which the machine
drive can still deliver this same power is defined in Figure
6.11 as Fωo which makes it convenient to define F as the



constant-power–speed ratio (CPSR), a dimensionless
parameter. In many cases, the value of F is determined by
the machine parameters that cause the maximum
achievable output power to drop below its rated value
(Prated) beyond the speed Fωo. The achievable values of
CPSR vary widely among different types of machines and
even among machines of the same type, depending on the
details of the machine design. It should be pointed out that
only certain classes of applications such as traction drives
and spindle drives need wide ranges of constant-power
operation, while other applications such as pumps and fans
only make use of the constant-torque regime operation.

PMSMs suffer from an inherent disadvantage in
applications that require a wide speed range of constant-
power operation. More specifically, the magnet flux linkage
ψpm is essentially fixed so that the resulting back-emf
voltage E continues to increase linearly as the rotor speed
is increased, despite the fact that the available terminal
voltage is limited to Vmax. Unlike wound-field dc or
synchronous machines, there is no direct way to reduce the
field magnetic flux linkage. However, the important
quantity that determines the stator terminal voltage is
actually the d-axis flux linkage ψd that was defined in (6.5)
and repeated here for convenience:

This equation suggests that the amplitude of ψd can be
reduced despite the fixed nature of the magnet flux linkage
ψpm by adding d-axis current with a negative polarity. This
technique, referred to henceforth as FW, uses the d-axis
“armature reaction” flux linkage ( ) to counteract the



magnet flux linkage in order to reduce the total d-axis flux
linkage ψd.

Although the concept of FW is not new, its usefulness is
limited in many PMSMs because of machine parameter
values. In particular, conventional SPM machines with
distributed windings tend to be poor candidates for
effective FW because the magnets behave as large air gaps
in the magnetic circuit, leading to low values of d-axis
inductance Ld [13–15]. Low values of Ld make it necessary
to use unacceptably large values of negative d-axis current
in order to achieve the desired FW at high speeds. As a
result, the value of CPSR that can be achieved in many
SPM machines with conventional distributed windings is 2
or less.

Before proceeding, it is worth noting that if (6.11) is
solved to determine the value of d-axis current id needed to
drive the d-axis magnetic flux linkage to zero, the answer is
none other than the characteristic current with negative
polarity:

IPM machines offer some advantages compared to SPM
machines for extended ranges of constant-power operation
(i.e., higher CPSR values). The underlying reason for this
advantage is the fact that IPM machines inherently have an
extra degree of freedom in their design that makes it
possible to adjust the relative contributions of the magnet
torque and the reluctance torque to the machine’s total
torque production. By reducing the magnet torque in favor
of more reluctance torque, the value of the magnet flux
linkage ψpm can be reduced significantly in comparison to
its value in an SPM machine designed for the same



application. As a result, the value of the IPM machine’s
characteristic current Ich can be reduced, meaning that less
d-axis current is needed to counteract the magnet flux
linkage. This makes it significantly easier to achieve
effective FW in an IPM machine, providing it a significant
advantage when wide speed ranges of constant-power
operation are desired. An additional value of lowering the
value of the magnet flux linkage is reduction of the value of
the back-emf (E = ωr ψpm) at high speeds which can
otherwise reach values several times the inverter’s dc link
voltage in applications with high CPSR values.

More quantitative discussion of FW operation and its
impact on the high-speed operating characteristics of IPM
machines will be provided in the following subsections.

6.5.2 PMSM circle diagrams and

capability curves

As described above, the available inverter source for an
IPM machine imposes both a current limit and voltage limit
that, in combination with the machine parameters,
determine the machine’s torque vs. speed and power vs.
speed capability curves. The dq current plane provides the
most convenient format for describing these effects [3,16].
As discussed in Section 6.3.3, the impact of the current
limit is to define a circle in the dq current plane with a
radius Imax such that the instantaneous current vector must
always terminate either inside or on this circle in order to
satisfy this constraint.

The impact of the voltage limit in the dq current plane
takes a bit more effort to derive but yields some rich
insights. Similar to the constraining current relationship
expressed in (6.9), the voltage vector length cannot exceed
the limiting value Vmax. If the voltages are normalized using



Vmax as the rated voltage and base voltage, the limiting
equation is

The steady-state equations for the d- and q-axes stator
voltages expressed in terms of corresponding axis currents
can then be substituted into (6.13) to derive the desired
constraint in the dq current plane. More specifically, the
stator voltage equations in (6.5) can be evaluated for
steady-state conditions by setting the di/dt terms to zero. In
addition, the resistive voltage drop terms in the stator
voltage equations will be deleted because they are
invariably much smaller than the cross-coupled back-emf
voltage terms at high speeds. The resulting d- and q-axes
steady-state voltage equations in normalized form are

where ω is the per-unit excitation frequency (and rotor
angular frequency) in per unit, normalized by the frequency
at the corner operating point (Ω0 in Figure 6.11).

The voltage limit equation in the dq current plane can
then be derived by substituting (6.14) and (6.15) into (6.9)
and dividing through by , leading to



This expression can be simplified by applying the
definitions for the characteristic current and saliency ratio
in (6.6) and (6.7), leading to

Depending on the value of the saliency ration, this
voltage limit equation defines either a circle for an SPM
machine (ξ = 1) or an ellipse for an IPM machine (ξ ≠ 1) in
the dq current plane. Figure 6.12 shows a family of voltage
limit ellipses for an IPM machine, where each ellipse
corresponds to a different value of ω. It should be noted
that each ellipse is centered on the negative d-axis at 

 with major and minor radii of  and 
oriented in the d- and q-axes directions, respectively. The
effects of magnetic saturation are ignored in this graphical
representation of the voltage limit constraint. Similar to the
case of the current limit constraint, all current vectors
terminating either on or inside the ellipse satisfy the
voltage constraint.



Figure 6.12 Voltage-limit ellipses in the dq current plane,

with normalized rotor angular frequency ω as a

parameter

Unlike the current limit constraint in (6.9), the voltage
limit constraint in (6.16) or (6.17) includes the rotor
angular frequency (i.e., excitation frequency) ω so that that
both the major and minor radii of the voltage limit ellipse
are inversely proportional to this frequency. At any
particular speed, the dimensions of the voltage ellipse are
fixed. However, both radii of the ellipse gradually shrink as
the rotor speed increases as shown in Figure 6.12, although
the center of the ellipse never moves from . This
means that the available range of stator current vectors is
increasingly limited as the speed increases. The equivalent
diagram for an SPM machine would be identical to Figure
6.12 except that the ellipses would be circles.

In the actual drive, any PMSM must simultaneously
satisfy the voltage and current limit constraints at all times.
That is, the acceptable operating area in the dq current
plane for the stator current vector at any particular rotor
speed value is anywhere in the intersection of the current
limit circle and the voltage limit ellipse (or circle) that
applies for that particular speed. This concept is illustrated
in Figure 6.13 for an IPM machine. The shaded area in the
figure shows the acceptable region in the current dq plane
for stator current vectors to terminate for the highest of
these three speeds, ω3, consisting of the interaction of the
current limit circle and the voltage limit ellipse
corresponding to ω3. An example of a current vector is

terminating in this region is included in the figure.



Figure 6.13 Interaction of current limit circle and voltage

limit ellipses associated with an IPM machine for

three increasing rotor speed values from ω1 to ω3,

illustrating the current vector operating regime

for rotor speed ω3 as the shaded circle/ellipse

intersection area

When the speed is low, the radii of the voltage limit
ellipse are sufficiently large and the intersection area
consists of the entire current limit circle. This is an
illustration of the fact that only the current limit constraint
is active in setting the capability curve envelope during
constant-torque operation at low rotor speeds below the
corner point speed (see Figure 6.11). In this regime, the
maximum torque operating point on this envelope consists
of the intersection of the MTPA trajectory and the current
limit circle (i.e., the point identified 100% in Figure 6.8,
including the effects of magnetic saturation).

When operating on the envelope of the capability curve,
the operating point will stay at this intersection point of the
MTPA trajectory and current limit circle as the speed



gradually increases. This condition persists until the
voltage limit ellipse shrinks sufficiently in size so that the
ellipse intersects this same maximum torque operating
point as well. This condition occurs at the corner point
speed ωo (see Figure 6.11) at which the drive transitions
between the constant-torque and constant-power regimes.
Under these conditions, the machine is delivering its
maximum possible torque while simultaneously operating
at its voltage and current limits (Vmax and Imax).

As soon as the rotor angular frequency increases above
the corner point value ωo, the machine can no longer
operate at its maximum-torque point because the shrinkage
of the voltage limit ellipse causes this point to lie outside it,
making it inaccessible for steady-state operation. For this
particular case, the best the drive can do to deliver the
highest possible torque at each increasingly higher rotor
speed is for the machine operating point to follow the
intersection point of the shrinking voltage ellipse and the
current limit circle.

As the speed increases so that the operating point moves
counterclockwise along the current limit circle (assuming
motoring operation), the amplitude of the negative d-axis
current increases while the q-axis current decreases. This
gradual increase in negative d-axis current corresponds to
higher levels of FW as the rotor speed increases, consistent
with the process described earlier in Section 6.4.1.

6.5.3 Three cases of PM machine

capability curves

Based on the concepts introduced in the previous
subsection, there are three distinct cases of PM FW
operation that deserve discussion [4,16] differentiated by
the values of the PM machine’s characteristic current Ich.
These three cases will serve to highlight the importance of



the characteristic current in determining the machine’s
high-speed performance capabilities.

An IPM machine is adopted for introducing these three
cases, but the definitions are the same for an SPM
machine. The only difference in the dq current plane
figures is that voltage limit ellipses for the IPM machine
are replaced by voltage limit circles for the SPM machine.
The change in the shape of the resulting power vs. speed
capability curve for each of the three cases is minor when
drawn for the SPM machine, provided that the per-unit
values of the d-axis inductance Ld and the characteristic
current Ich are the same in both machines.

6.5.3.1 Case 1: Ich>Imax

If the IPM machine characteristic current Ich is greater
than the current limit Imax, it can be shown that there is a
finite maximum rotor speed above which the IPM machine
cannot operate and deliver any useful average torque. The
reason for this behavior becomes quite apparent by
inspecting the migration of the machine’s operating point
at high speeds in the dq current plane, an example of which
is provided in Figure 6.14(a). In this particular case, the
value of the characteristic current is 30% higher than the
maximum current limit.



Figure 6.14 Case 1: (a) Flux-weakening current vector

trajectory when Ich>Imax and (b) Case 1 power vs.



speed capability curve (conditions: ξ = 6, Ich = 1.3,

Imax = Vmax = 1)

As discussed in the preceding subsection, the machine
operating point will migrate clockwise along the current
limit circle at speeds above the corner point speed ωo,
tracking the intersection of the current limit circle and the
voltage limit ellipse at each progressively higher value of
rotor speed. Eventually, the rotor speed reaches a
sufficiently high value that the intersection of the current
limit circle and the voltage limit consists of a single point
with the rightmost edge of the voltage limit ellipse falling
on the leftmost edge of the current limit circle (id = −1, iq =
0).

Figure 6.14(b) provides the resulting power-vs.-speed
capability for the Case 1 conditions, showing that the
available power from the machine peaks at a rotor speed in
the vicinity of 2  pu. The machine’s available power falls
sharply as the speed increases beyond 2  pu, dropping to
zero in the vicinity of 5 pu. The CPSR for this particular set
of machine parameters is approximately 3.5 based of the
definition presented earlier in Section 6.4.1 (i.e., the output
power falls to the same value as the output power at the
corner point speed at approximately 3.5 pu rotor speed).

If Imax = Vmax = 1, (6.17) can be readily solved for the
case (id = −1, iq = 0) to determine this maximum rotor
speed at which the torque drops to zero:

This relationship indicates that the upper limit on the rotor
speed range under Case 1 conditions drops inversely with
the characteristic current. This observation is particularly



important with respect to the SPM machines which obey
this same relationship, since the value of the characteristic
current in SPM machines can be significantly greater than
1 pu. This provides some insight into why the CPSR value
for SPM machines with conventional distributed windings
is often quite low, as discussed previously in Section 6.4.1.

6.5.3.2 Case 2: Ich = Imax

Equation (6.18) indicates that the maximum limit on the
rotor speed will increase if the machine’s characteristic
current can be reduced. In fact, (6.18) suggests that the
maximum rotor speed becomes infinite for the limiting case
of equality between the machine’s characteristic current
and the current limit (i.e., rated current). This is a very
important condition that can be considered optimum for
FW operation, expressed for the general case as follows in
terms of the rated current Irated (= Imax = 1, pu):

Figure 6.15(a) shows the dq current plane for an example
of Case 2 conditions with Ich = Imax = 1. For this special
case, the center of the voltage limit ellipse lies right on the
leftmost point of the current limit circle (id = −1, iq = 0). As
a result, the intersection of the current limit circle and the
voltage limit ellipse never drops to the null set as the speed
increases to any elevated value, despite the shrinkage in
size of the ellipse. Thus, the operating point is able to
follow the current limit circle clockwise at its intersection
with the voltage limit ellipse all the way down to negative
d-axis. As shown in Figure 6.15(b), the output power
asymptotes to a constant value as the rotor speed continues
to increase, reflecting the fact that the drop in torque is



being exactly compensated by the increase in speed so that
the output power is staying nearly constant. As a result, the
CPSR for this optimal FW condition is infinite.



Figure 6.15 Case 2: (a) flux-weakening current vector

trajectory when Ich = Imax and (b) Case 2 power vs.

speed capability curve (conditions: ξ = 6, Ich = 1.0,

Imax = Vmax = 1)

Another manifestation of the optimal nature of this FW
condition is the fact that the machine power factor
approaches 1 (unity power factor) at high speeds so that
the per-unit power asymptote is also 1 per-unit. This is
clearly desirable from the standpoint of achieving the
highest possible inverter utilization as well as efficiency
maximization.

Of course, the conditions described above are idealized
because no losses are included, making the limiting case of
infinite CPSR unrealizable. Nevertheless, it has been shown
that it is possible to design PM machines (SPM and IPM)
that can achieve high values of CPSR of 7 or higher [3] by
closely matching the value of the machine’s characteristic
current to its rated current. Achieving this condition is a
task for the machine designer, and some additional insights
into the requirements for achieving optimal FW will be
discussed in Section 6.5.

6.5.3.3 Case 3: Ich<Imax

The final case that needs to be considered is associated
with the conditions of characteristic current values that are
less than the current limit value. This is a realistic condition
that can be encountered in some PM machine designs. One
example is an IPM machine that is dominated by reluctance
torque production so that the magnet torque contribution is
comparatively small. One example of application
requirements that forces the machine design in this
direction is tight limits on the maximum back-emf that the
machine can generate at the maximum rotor speed. This



case is less likely to occur in SPM machines because the
absence of reluctance torque tends to bias SPM machine
designs in the direction of higher values of characteristic
current dominated by high values of magnet flux linkage
ψpm.

Figure 6.16(a) shows the dq current plane for an
example of Case 3 conditions with a relatively low value of
characteristic current (Ich = 0.45 pu). One similarity
between this case and Case 2 discussed above is that the
intersection of the current limit circle and the voltage limit
ellipse never shrinks to the null set as the rotor speed
increases to any finite value. This suggests that the
deliverable output power will never drop to zero at any
speed, unlike the characteristics observed in Case 1 with
Ich>Imax.





Figure 6.16 Case 3: (a) flux-weakening current vector

trajectory when Ich<Imax and (b) Case 3 power vs.

speed capability curve (conditions: ξ = 6, Ich =

0.45, Imax = Vmax = 1)

However, the fact that the center of the voltage limit
ellipses lies inside the current limit circle means that there
will be a finite rotor speed above which the voltage limit
ellipse no longer intersects the current limit circle. As a
result, it is impossible to follow the optimum FW trajectory
for the current vector as shown previously in Figure
6.15(a). In fact, closer investigation shows that, under Case
3 conditions, there is a finite rotor speed above which it is
best to move the stator current vector inside the current
limit circle in order to extract the maximum machine
torque in this speed regime. More specifically, the
operating point resides at the point on the voltage limit
ellipse where the torque is maximum in this high-speed
regime.

This behavior can be observed in Figure 6.16(a) which
shows that the amplitude of the stator current drops below
the current limit value of 1 pu at sufficiently elevated
speeds. In the limit of infinite speed, the current vector is
oriented along the negative d-axis current with an
amplitude equal to the characteristic current.

Figure 6.16(b) shows the resulting power vs. speed
capability curve for this Case 3 condition. It is interesting
to note that the maximum available output power peaks at
a speed slightly above the corner point operating speed and
then falls as the speed increases, asymptoting to a nonzero
power level at high speeds. In fact, closer examination
shows that the amplitude of this output power asymptote
exactly equals the value of the characteristic current when
both quantities are expressed as per-unit values. Thus,
lowering the characteristic current below the current limit



value has a detrimental effect on the output power that can
be delivered at high speeds that is directly tied to the
design value of the characteristic current itself.

6.5.3.4 High-speed capability curves

for surface PM machines

Although the three cases identified in the preceding
discussion of high-speed capability curves for PM machines
were all introduced using IPM machine parameters, these
case definitions apply equally well to SPM machines, as
noted at the beginning of Section 6.5.3. For completeness,
an example of Case 1 FW operation for an SPM machine
with Ich>Imax is provided in Figure 6.17 for comparison
with the Case 1 operating characteristics for an IPM
machine presented previously in Figure 6.14. In both cases,
the value of the characteristic current Ich is 1.3 pu, but the
saliency ratio values ξ for the two machines are very
different: ξ=6 for the IPM machine, compared to ξ = 6 for
the SPM machine. This difference results in the voltage
limit outlines taking the form of elongated ellipses for the
IPM machine and circles for the SPM machine. Despite this
significant difference, the resulting power vs. speed
capability curves in Figures 6.14(b) and 6.17(b) appear to
be identical. This insensitivity of the shape of the high-
speed power vs. speed capability curve to the value of the
machine’s saliency ratio (i.e., SPM vs. IPM machine)
applies to cases 2 and 3 as well.



Figure 6.17 Case 1 (SPM): (a) flux-weakening current

vector trajectory when Ich = Imax and (b) Case 1



power vs. speed capability curve (conditions: ξ =

1, Ich = 1.3, Imax = Vmax = 1)

6.6 PM machine design space

Discussion in the preceding sections suggests that the PM
machine’s PM flux linkage and the inductance saliency
ratio play key roles in determining the machine’s key
operating characteristics, including its compatibility with
FW to achieve extended high-speed operation. In fact,
previous work [16] has shown that by normalizing the PM
machine using corner point operation to define 1 pu
voltage, 1 pu current, and 1 pu frequency, it is possible to
reduce the number of independent IPM machine
parameters to just the two parameters: normalized magnet
flux linkage ψpm and the inductance saliency ratio ξ. Since
high-speed operation is the principal focus of this
discussion, the stator resistance is assumed to be negligible
and ignored for the moment as a third independent
machine design parameter.

If the number of free machine design parameters is
reduced to two, it is convenient to develop a two-
dimensional plot that captures all possible combinations
with the normalized magnet flux linkage on the abscissa (x-
axis), and the saliency ratio on the ordinate (y-axis).
Actually, the ordinate axis in Figure 6.18 is shifted so that
the plane covers all values of saliency ratio greater than
one. PM machines with saliency ratios less than one
represent a special class of machines that have been the
subject of some recent investigations [17], but they are not
reflected in this figure or this discussion.



Figure 6.18 PM machine design space displayed as plane of

magnet flux linkage vs. inductance saliency ratio,

showing locus of designs exhibiting optimum flux

weakening

When the design space in Figure 6.18 is explored to
determine the FW capabilities of all possible combinations
of ψpm and ξ (>1), some very interesting insights emerge.
In particular, there is a locus of machine designs that all
exhibit nearly identical optimum FW (OFW) operating
characteristics (refer to Figure 6.18). That is, any IPM
machine designed using a combination of ψpm and ξ values
that falls on this locus line is capable of achieving wide
speed ranges of constant-power operation with an output
power that asymptotes to 1 pu as the speed increases
above the corner point speed. Further investigation reveals



that every point along this locus line corresponds to a PM
machine having a characteristic current Ich value of 1 pu.

The existence of this OFW locus is very important since
it means that there is considerable flexibility available to
the machine designer to develop a PM machine that meets
the conditions for OFW. Unfortunately, other performance
specifications and design constraints imposed in addition to
the high-speed performance characteristics typically
intrude to significantly constrain the range of acceptable
ψpm–ξ combinations for a given application.

There are several other important insights that can be
drawn from Figure 6.16. Machine designs falling to the
right of the OFW locus have finite speed ranges with the
output power falling to zero beyond a determinate
maximum speed value. The farther one moves away from
the OFW line, the lower the value of this maximum speed in
per-unit.

Conversely, designs to the left of the OFW locus have
(ideally) infinite speed ranges of nonzero power, although
the value of this high-speed power (P∞ in Figure 6.18) is
less than 1 pu. Similar to the trend described above to the
right of the OFW locus, the farther one moves away from
the locus to the left of the line, the lower the value of the
available output power in pu.

It should be noted that the ψpm–ξ plane in Figure 6.18
covers a very wide range of synchronous machine designs.
For example, machine designs along the ordinate axis (i.e.,
ψpm = 0) correspond to the family of synchronous
reluctance machines with no magnets. The shape and
position of the OFW locus line reflects the fact that
synchronous reluctance machines always fall into the
category of machines having infinite constant-power speed
ranges, although the value of P∞ will always be less than 1
pu for finite values of ξ.



Machines falling along the abscissa axis (ξ = 1) in
Figure 6.18 correspond to the family of non-salient SPM
machines (i.e., Ld = Lq). Unlike the case of the synchronous
reluctance machines discussed above, the OFW locus line
intersects with the ξ = 1 axis, indicating that an SPM
machine can be designed to achieve OFW conditions. This
can be achieved by properly adjusting the value of the
magnet flux linkage to approximately 0.71 pu.

Unfortunately, the value of the per-unit machine
inductance needed to achieve this OFW condition in SPM
machines is also 0.71 pu (i.e., the characteristic current
corresponding to the ψpm/Ld ratio will be 1 pu). This is a
high value of per-unit inductance for standard SPM
machines that typically cannot be achieved using
conventional distributed windings. The reason is that the
magnets act as large air gaps in the machine’s
electromagnetic structure when the phase inductance is
being calculated, acting to drive the inductance value
downward. As a result, the majority of conventional SPM
machines fall on the ξ = 1 axis to the right of the OFW
intersection with ψpm value higher than 0.71 pu, meaning
that they fall into the regime of machines with finite speed
ranges of constant-power operation.

However, if the conventional distributed stator windings
with integral slot-per-pole-per-phase values are replaced
with concentrated tooth windings using low fractional slot-
per-phase-per pole values (<0.5), SPM machines can be
designed to achieve the OFW condition of Ich = 1 pu [18].
Leakage inductance components contributed by the spatial
harmonic magnetic fields in the air gaps plus elevated slot
leakage components are responsible for substantially
raising the phase inductance values in these fractional slot,
concentrated winding SPM machines. This approach makes
it more practical to consider SPM machines for demanding



applications that require wide speed ranges of constant
power operation.

Finally, it critically important to note that there is no
way to dodge the PM machine design issues associated
with the characteristic current issue if wide speed ranges
of constant-power operation are required for the PM
machine drive. No amount of clever FW control algorithm
design can make up for fundamental deficiencies in the PM
machine’s design that severely penalize the machine’s
torque and power vs. speed capability curves. This is a
classic manifestation of the fact that designing high-
performance machine drives requires a refined systems

engineering perspective that requires integrated
consideration of design issues involving the machine,
power electronics, and controls.

6.7 Flux-weakening control of PM

machines

6.7.1 Introduction to basic principles of

flux-weakening control

The vector control principles introduced in Section 6.4 for
operation at speeds below the corner speed ωo are well
established and widely adopted in PM machine drives
around the world, despite many variations in
implementation details. In contrast, the control algorithms
that have been developed for FW operation of PM machines
at high rotor speeds in the constant-power regime are more
specialized and varied. A comprehensive treatment of this
important topic would likely require a complete dedicated
book by itself, making it necessary to limit the scope to an
introduction of key features and alternatives in this
chapter.



A reader new to this topic may wonder why this topic is
so complicated since Section 6.5 lays out a roadmap
identifying the desired current trajectory during FW
operation for each of the three PM machine design cases
(i.e., Ich>Imax, Ich = Imax, and Ich<Imax). Unfortunately, this
view oversimplifies the challenges associated with FW
control for a combination of reasons. For example, the
current trajectories correspond only to operating points
along the envelope of the machine’s torque or power vs.
speed capability curves in Figures 6.14(b), 6.15(b), and
6.16(b), and not to all of the valid operating points that lie
inside these envelopes. This requires a seamless transition
between normal vector control operation as discussed in
Section 6.5 and FW operation.

Figure 6.19(a) illustrates the limitations imposed by not
taking advantage of FW operation, using an IPM machine
for this example. Three voltage ellipses are shown
corresponding to three progressively higher speeds,
causing the ellipses to shrink in size. The MTPA current
trajectory for motoring operation is also drawn in the
second quadrant of the dq plane. If the machine is being
operated using only MTPA-based vector control without
FW, the dq current-operating point corresponding to
maximum available torque for the lowest of the three
speeds is shown at the intersection of the MTPA trajectory
and the ellipse labeled ω<1. If the speed is increased, the
operating point for maximum torque would be forced to
recede along the MTPA locus line, tracking the intersection
of each progressively smaller voltage ellipse and the MTPA
line. For example, the intersection of the MTPA line with
the voltage ellipse ω = 1 illustrates the migration of the
maximum torque operating point back toward the origin.
Eventually, the speed rises high enough so that the voltage
ellipse no longer includes the origin (e.g., ω>1), indicating



the machine’s torque and power vs. speed capabilities
curves have dropped to zero.

Figure 6.19 Plots of dq current plan introducing flux-

weakening control concepts: (a) operation without

flux-weakening control using only maximum-

torque-per-Amp (MTPA) current trajectory

(motoring) and (b) impact of flux-weakening



control illustrating transition between MTPA and

flux-weakening control regimes

By introducing FW operation, the machine’s torque and
power vs. speed capability curve can be significantly
expanded beyond the one achieved using MTPA-based
vector control alone. Figure 6.19(b) illustrates the basic
concepts associated with FW control. Assume that the
machine is operating at 1 pu speed (ω = 1), imposing the
voltage ellipse constraint shown in the figure. If the torque
command is gradually increased from zero, the machine
initially operates along the MTPA trajectory using MTPA-
based vector control. Eventually the dq current-operating
point moves far enough along the MTPA line to intersect
the voltage ellipse. Rather that accepting this operating
point as its maximum torque/power operating point for this
speed, the control algorithm changes mode into FW control
so that the dq current-operating point follows along the
voltage ellipse in the counterclockwise direction. The
torque (and power) developed by the machine will continue
to monotonically increase as the operating point moves
along the voltage limit ellipse, although not as rapidly as it
would have for each increment of current amplitude (i.e.,
distance from the origin) as it would have along the MTPA
trajectory line.

It should be noted that this motion along the voltage
ellipse periphery requires d-axis current id to be increased
in the negative polarity (i.e., id<0), while the q-axis current
iq changes very little. In fact, iq actually begins to decrease
modestly during FW operation as the torque command
increases, causing the dq current-operating point to move
further to the left in Figure 6.19(b) along the ellipse.

Eventually, the torque available from the machine
during FW operation reaches its maximum value when the
dq current-operating point intersects with the dashed



maximum-torque-per-Volt (MTPV) line that is also plotted
in Figure 6.19(b). Although the derivation of the MTPV line
is not included here, it can be shown that the output torque
and power will peak and actually start to drop again if the
dq operating point moves too far along the voltage limit
ellipse in the second quadrant. In fact, the output
torque/power eventually drops to zero when the dq

operating point reaches the negative d-axis (i.e., iq = 0),
consistent with the machine’s torque equation (6.8).

In summary, the solid red line if in Figure 6.19(b) shows
the complete dq current trajectory during motoring
operation at ω = 1 pu, clearly illustrating the transition
from MTPA-mode operation for low torque commands to
FW operating at high torque commands. When the speed
changes in the high-speed regime, these general
characteristics of transitioning between MTPA and FW
control do not change, but the details of the trajectory do
change because of the changing ellipse dimensions. If the
IPM machine used for these examples is replaced by an
SPM machine, all of the same FW control features apply
except that the voltage limit ellipses are replaced by
circles. For generating operation, all of the same principles
apply but the current trajectories are mirrored about the
negative id axis from the second quadrant (upper left) of
the dq current plane into the third quadrant (lower left). A
generating mode example of FW mode operation will be
discussed later in this section.

6.7.2 Feedforward vs. closed-loop flux-

weakening control algorithms

As noted in the preceding subsection, there are many
different version of FW control that have been developed
for PM machines in a wide range of applications. Although
very few of them will be discussed in detail in this section,



some of the key differences between major classes of these
control algorithms will be identified in order to provide
deeper insights into the most important FW control
approaches.

One of the most important of these classifications that
will be discussed here is the difference between
feedforward (open-loop) and closed-loop FW control
algorithms. First, it must be acknowledged that there are
several other control applications in the field of electric
machine control that are subject to this same type of
feedforward vs. closed-loop algorithm classification, but FW
control provides an excellent opportunity to explore this
topic.

When approaching the task of developing an FW control
algorithm, one of the key questions that arises is how to
identify the proper conditions for transitioning the current
trajectory in Figure 6.19(b) from MTPA-mode operation at
low torque command levels to FW-mode operation at higher
torque command levels. A closely related question is how to
determine the FW control current trajectory to follow since
it is highly sensitive to machine speed and other drive
variables such as the inverter dc link voltage.

6.7.2.1 Feedforward flux-weakening

control

One of the early generation of FW control algorithms that
adopted the feedforward approach will be used here to
illustrate this concept. Developed by Morimoto et al. [15],
this algorithm uses the knowledge of the PM machine and
drive parameters to precalculate the current trajectories
and their transition points and then uses a minimum of
sensor information, specifically the rotor speed, to
implement the FW control over the complete high-speed
operating regime. Figure 6.20 shows the block diagram of



the resulting IPM machine speed control algorithm that
includes a flowchart (in yellow) defining the series of steps
used to determine both the instantaneous operating mode
and the appropriate current trajectories for each mode.
There are embedded decision blocks inside this flowchart
that use the instantaneous measured rotor speed and,
effectively, the torque command to determine whether the
current trajectory for the FW operating mode (left half of
flowchart) or the MTPA operating mode (right half) is
activated for every operating point.



Figure 6.20 Block diagram of speed control algorithm for

IPM machine incorporating a feedforward FW

algorithm to accommodate high-speed operation

above the machine’s corner point speed. Image

from [18] based on original paper by Morimoto et

al. [15]

The flowchart also includes blocks for calculating the
appropriate d-axis current command  for each of the



operating modes based on closed-form machine equations
found in the associated reference (not included here) to
continually update their values in real time. One of the
limitations of these closed-form equations is that they
depend on using fixed machine parameters that do not
include the impact of important nonlinearities such as
magnetic saturation. Alternatively, it is possible to
incorporate such nonlinearities by calculating these key
current values numerically offline and then using fast look-
up tables to evaluate them in real time.

Note: Equation numbers in the flowchart refer to

equations found in [19] but not reproduced in this chapter.

Figure 6.21 shows a plot of the measured dq current
values for this feedforward FW control algorithm in the
synchronous rotor reference frame during operation at a
high speed above the machine’s corner speed, taken from
the original reference [21]. The measured dq current
values for a range of torque command values trace out a
trajectory that looks very much like the theoretical current
trajectory in Figure 6.19(b), clearly showing the expected
transition from MTPA-mode operation at low torque values
to FW-mode operation along the voltage limit ellipse for
higher torque values.



Figure 6.21 Measured dq plane current trajectory for

feedforward flux-weakening control algorithm in

Figure 6.20 [20, with additional labeling]

6.7.2.2 Closed-loop flux-weakening

control

Feedforward FW control algorithms of the type introduced
in the preceding subsection suffer from the same
deficiencies that virtually all feedforward control
algorithms experience; their performance level is highly
dependent on the accuracy of the parameters used to
implement the algorithm. In the case of feedforward FW
control algorithms, the sensitivity to parameter errors can
be quite high. More specifically, the goal of the FW
algorithm is to always keep the dq current-operating point
inside the voltage ellipse to prevent complete saturation of
the current regulator, which causes loss of current control
with seriously negative consequences. On the other hand,
another simultaneous objective is to allow the dq current-
operating point to approach the voltage ellipse as closely as
possible in order to take advantage of the inverter’s full
voltage capabilities. These two objectives directly compete
with each other, particularly for feedforward control
algorithms which depend critically on the accuracy of the
parameters to make it possible for the dq current-operating
point to approach the voltage limit envelope but not to
inadvertently overstep it.

Closed-loop FW control algorithms use active feedback
to detect that the dq current-operating point is approaching
the voltage ellipse. By actively detecting its proximity to the
voltage limit, the controller can immediately take action to
move the current vector operating point a safe distance
away from the ellipse, thereby avoiding saturation of the
current regulator. This makes it possible for the controller



to respond automatically to movements in the voltage
ellipse caused by either changes in either the rotor speed
or the inverter dc link voltage without the need to depend
on equations programmed in the controller to constantly
predict the ellipse’s location.

An example of this type of closed-loop FW control
algorithm will be briefly described that, unlike the
preceding example, was primarily designed for generating
mode operation of an IPM machine rather than motoring
[22]. Figure 6.22(a) illustrates the basic concept of FW for
an IPM machine during generating operation, including the
transition from MTPA-mode of FW-mode operation, in
contrast to the corresponding current trajectories during
motoring operation presented earlier in this section in
Figure 6.19(b). The basic principle of the FW control
algorithm is illustrated in Figure 6.22(b). A key difference
with all of the preceding discussion in this section is that
the current vector is manipulated in terms of its polar
coordinates, i.e., amplitude Is and angle θ defined with
respect to the negative d-axis, rather than in terms of its
rectangular coordinates, id and iq.



Figure 6.22 Closed-loop flux-weakening algorithm concepts:

(a) flux-weakening dq-plane current trajectory for

an IPM machine during generator operation and

(b) flux-weakening actuation in polar coordinates,

identifying clockwise rotation of current vector

(reduction in θ) as the means of increasing flux

weakening



During FW operation, the actuating variable is the angle
θ which is reduced in order to rotate the current vector in
the clockwise direction toward the negative d-axis. This
action simultaneously increases the negative d-axis current
amplitude, a critical feature of FW, while reducing the q-
axis current amplitude by a commensurate amount to keep
the current amplitude Is constant. Another way of thinking
about this action is that, if the voltage ellipse starts to
shrink due to an increase in rotor speed, the FW action just
described will act to keep the current vector terminus point
inside the ellipse where it needs to remain in order to avoid
saturation of the current regulator.

To implement a closed-loop FW control algorithm, it is
critical to have a feedback variable that is sensitive to the
proximity of the inverter’s instantaneous operating point to
its maximum output voltage limit. Fortunately, the basic
operation of the PWM algorithm for a VS inverter
generates a variable known as the modulation index M

which is a normalized variable defined as the ratio of the
peak-to-peak amplitude of the line-to-line voltage’s
fundamental frequency component Vll,pk–pk to the inverter’s
dc-link voltage Vdc:

For widely used PWM algorithms such as space-vector
modulation, the inverter begins its transition into saturated
operation whenever the value of the modulation index
increases above approx. 1.15 [23]. The closed-loop current
regulator automatically adjusts the value of m continuously
in order to drive the error between the desired and actual
phase current amplitudes to zero. As a result, monitoring
the instantaneous value of the modulation index m provides
a convenient variable for monitoring the inverter’s



proximity to saturation into six-step voltage operation. This
modulation index variable represents an appealing
candidate for use as an input variable for the closed-loop
FW algorithm. As the speed increases for a fixed value of
output current, the value of M naturally increases,
eventually increasing beyond 1.15 at elevated speeds.
Crossing that threshold signals the approach of the dq-
plane current vector to its voltage limit ellipse and the
impending current regulator saturation that it entails.

Figure 6.23(a) provides a block diagram showing the
implementation of the closed-loop FW algorithm. The upper
half of the diagram shows the baseline vector control
algorithm including the f functions to generate the MTPA
current trajectory in the synchronous rotor reference
frame, and a closed-loop current regulator in the
synchronous reference frame. The only thing different
about this implementation of the MTPA current trajectory
from the one discussed in Section 6.5 is that the f1 and f2
functions shown in Figure 6.23(a) are delivering the
current commands in polar coordinates (amplitude and
angle) rather than in rectangular coordinates, as discussed
above.



Figure 6.23 Details of closed-loop flux-weakening algorithm

for an IPM generator machine: (a) implementation

of closed-loop algorithm showing both baseline



MTPA control functions and flux-weakening

control module and (b) steady-state operating

points of closed-loop flux-weakening algorithm in

third quadrant of dq-current plane (i.e., origin is

upper right corner) showing constant-power

operating points for two power values over a

speed range from 1,000 to 3,500 rpm

The bottom half of the block diagram in Figure 6.23(a)
shows the implementation of the closed-loop FW algorithm.
Its inputs are the dq voltage commands in the synchronous
reference frame  and  and the measured dc link voltage
vdc. These inputs are sufficient to calculate the
instantaneous value of the modulation index M. During
operation at low speeds, the modulation index value is low
and the FW algorithm is dormant. Its output is a unitless
scaling factor β (0≤β≤1) that multiplies the current angle
θ* command, and the value of β is constant at 1 during low-
speed MTPA operation. When the speed and current
command get sufficiently high for the modulation index
value to exceed a preset threshold value Mth, the difference
(error) value is integrated, causing the value of β and the
resulting current angle θ*′ to decrease, initiating FW
operation as described earlier in Figure 6.22(b). This FW
action gradually reduces the modulation index M value as
the dq current plane operating point moves further away
from the voltage limit ellipse, causing the integrator to
eventually cease its integration when the value of M drops
back to Mth.

Experimental tests have verified that the closed-loop FW
algorithm operates very well over a wide range of
operating conditions. Figure 6.23(b) plots a collection of
measured steady-state operating points for the IPM
generator drive in the third quadrant over a range of
speeds beyond the corner point speed from 1,000 to 3,500



rpm. The measured operating points correspond to two
values of constant generator power, 2.6 and 3 kW. In both
cases, the operating points gradually move away from the
MTPA trajectory to new operating points with current angle
θ values that monotonically decrease as the rotor speed
increases, indicating progressively stronger FW. Test
results for step changes in the generator load (not included
here) confirm that the dynamics of the FW control loop are
fast and well behaved.

6.7.3 Six-step voltage operation for flux-

weakening algorithms

While the distinction between feedforward and closed-loop
FW algorithms is an important one, it is not the only one of
significance. One more differentiating factor that has
practical importance will be briefly discussed here that is
focused on the transition into six-step voltage operating
mode.

To appreciate this additional factor, it must be noted
that operating points lying on the voltage limit ellipses are,
by definition, associated with applying the maximum
available phase voltage Vmax to the machine. For a VS
inverter, maximum phase voltage is applied when the
inverter is operating in its six-step mode without any PWM.
This, in turn, corresponds to saturated operation of the
closed-loop current regulator where current regulation is
lost because the drive no longer has the ability to
incrementally adjust its output voltage amplitude to
maintain high-bandwidth regulation of the instantaneous
phase current. Stated differently, the inverter reverts to its
basic VS operating characteristics once it enters six-step
voltage mode. As a result, the discussion in the preceding
sections that referred to operation along the voltage limit
ellipse during FW operation is only a simplifying



approximation if the intention is to maintain current-
regulated operation during this operating mode. In
actuality, the operating points must lie inside the voltage
ellipse with some margin for voltage headroom in order to
be able to maintain closed-loop current regulation during
FW operation.

This limitation imposed by the transition into six-step VS
operating mode along the voltage ellipse presents a
dilemma for the controls designer. If the control algorithm
is designed to limit its maximum modulation index so that it
never enters its six-step voltage operating mode, current
regulation is maintained which makes it possible to
continue using vector control with a modified current
trajectory to implement FW for speeds above the corner
speed. However, this approach effectively introduces a
voltage buffer zone around Vmax that prevents the inverter
from ever delivering it maximum output voltage (i.e., six-
step voltage operation). That is, the inverter is being
purposely throttled back and prevented from delivering its
maximum output power, thereby preventing the drive from
ever reaching its maximum possible torque and power vs.
speed capability curves. This strategy is a real
disadvantage in cost-competitive commercial PM drive
applications because of the inverter’s effective over-rating
for its application caused by the controller’s special
requirements for voltage headroom.

If, instead, the PM machine drive is designed to allow
the inverter to operate in its six-step voltage mode, the
control algorithm becomes more complicated because it is
forced to transition back and forth between regulated-
current mode and voltage angle control mode. In addition
to the disadvantages associated with this transition, the
dynamics of the voltage-angle control mode are
significantly slower and less well behaved than those of the
regulated-current mode. Despite these control



disadvantages, the strong incentive to fully utilize the
inverter’s voltage and current capabilities has resulted in
the successful development and commercial application of
FW control algorithms that are designed to operate in six-
step voltage mode.

6.8 Summary

This chapter has reviewed the electrical performance
characteristics of PMSMs and their associated control
principles. It has been shown that the dq equivalent circuit
representation for PM machines provides a critical
foundation for understanding the machine’s performance
characteristics. In particular, the accompanying torque
equation expressed in terms of the machine equivalent
circuit parameters and currents provides a valuable means
for gaining an understanding of the torque production
characteristics of PM machines. This includes insights into
the key differences between the torque production
characteristic of SPM and IPM machines. The current
vector plane in the synchronous rotor reference frame
plotted in terms of iq vs. id is extremely helpful for
identifying constant-torque contours for both of these PM
machine types.

This discussion of torque production characteristics led
to a discussion of vector control as a powerful means of
achieving high-performance torque control in PM machines
during operation in the “constant-torque” regime where the
drive voltage limits are not influencing the machine’s
steady-state performance capabilities. By tightly regulating
the machine’s phase currents, the instantaneous current
vector can be manipulated to achieve MTPA operation in
both SPM and IPM machines at all reachable torque values
in order to minimize the PM machine’s stator resistive
losses.



This chapter has also discussed the torque and power
capability curves that can be achieved using IPM machines.
Here again, the iq vs. id plane proves to be very useful for
exploring the interaction of the current limit and the
voltage limit in determining the outer envelope of the
torque vs. speed and power vs. speed characteristics. This
discussion has revealed that the IPM machine is capable of
achieving (ideally) infinite speed ranges of constant-power
operation with output power levels up to 1 pu. However,
achieving such optimal FW depends critically on the
machine designer’s capability to properly set the machine’s
parameters. In particular, setting the IPM machine’s
characteristic current Ich (= ψpm/Ld) equal to the machine’s
rated (1 pu) current has emerged as the key to achieving
optimal FW.

Next, the observation was made that the IPM machine’s
high-speed performance capabilities can, with some
simplifications, be reduced to setting two machine
parameters: the machine’s magnet flux linkage ψpm and the
inductance saliency ratio ξ. This makes it possible to
conveniently explore the IPM machine design space in a
two-dimensional ψpm–ξ plane that is very helpful to
identifying how the machine parameters must be set by the
machine designer to achieve wide speed ranges of
constant-power operation. The important point was made
that there is nothing that a control engineer can do to
recover high-speed performance capability if the machine is
not designed with the required machine parameters to
reach these operating regimes within the voltage and
constraints imposed by the drive.

Finally, the basic control concepts associated with
achieving FW torque control in the high-speed operating
regime beyond the machine’s corner point speed ωo have
been introduced. It has been shown that the wide variety of
FW control algorithms that have been presented in the



literature for PM machines can be generally classified into
two families: feedforward (open-loop) FW control
algorithms that depend on having a significant amount of
preknowledge about the machine’s parameters in order to
achieve high-performance torque control over a wide range
of operating speeds in the FW regime, and closed-loop FW
control algorithms that use feedback control concepts to
implement FW control in a way that automatically adapts to
changes in both the PM machine’s electrical parameters
and the drive’s voltage and current limits.

List of symbols

vas, vbs, vcs Instantaneous phase voltages of stator
ias, ibs, ics Instantaneous phase currents of stator

ψas, ψbs, ψcs

Instantaneous phase flux linkages of
stator

Rs Stator phase resistance
θr Rotor angle in electrical radians
Las(θr), Lbs(θr),

Lcs(θr)
Stator phase self-inductances

Mab(θr), Mbc(θr),

Mac(θr)
Stator mutual phase inductances

Ψpm Permanent magnet flux linkage
ωr Rotor angular frequency
E Amplitude of the back-emf phasor
Ld Inductance in the d-axis
Lq Inductance in the q-axis
ζ Saliency ratio
Imax Rated maximum current

Instantaneous torque command
Corner speed



ωo

ω
The rotor angular frequency (i.e.,
excitation frequency)

Ich Characteristic current
M Modulation index

Vll,pk–pk

Peak-to-peak amplitude of the line
voltages

Vdc DC link voltage
β Scaling factor
Vmax Maximum phase voltage

Glossary of terms

IPM

Interior permanent magnet motor has
permanent magnets placed inside the rotor
surface

SPM
Surface permanent magnet motor has
permanent magnets placed on the rotor surface

Sensorless

control

The motor control without using direct sensing
of any parameter like rotor speed or rotor
position

Flux-

weakening

control

The control used for speed control above base
speed using reduction of PM flux
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7.1 Introduction

With the recent development of permanent magnet (PM)
materials, PM (brushless) motors have become more and
more popular and find their applications in a wide range of
fields: industry, office use machines, house appliances and
automotive space equipment. The use of PMs has a great
advantage in that the created magnetic field is high-
density, providing a high-efficiency operation of the whole
drive. PM motors can be divided into two categories
depending on their current waveform [1]:

Sine-wave PM motor, which is also called PM
synchronous motor (PMSM), is fed by sine-wave
current.
Square-wave PM motor that is fed by square-wave
current and it is often called brushless DC motor
(BLDCM).



The main difference between two kinds of motors from the
construction viewpoint is the way of winding. In BLDCM,
the stator winding is concentrated. Hence, the stator
electromotrice force (EMF) waveform is trapezoidal.
Whereas in PMSM, the stator winding is distributed
winding, so the stator waveform is sinusoidal. The rotors in
both types are made from PMs.

The torque produced in a sine-wave PM motor is smooth
as the result of the interaction between the sinusoidal
stator current and the sinusoidal rotor flux. High-
performance PMSM drives are regulated by the well-known
vector control method, in which motor currents are
controlled in synchronously rotating d–q frame. Rotor
position at any instant (measured by a high-resolution
position sensor or estimated by an observer) is the
mandatory requirement in the high-performance vector
control method.

Vector control method cannot, however, be utilized for
BLDCM because terminal variables (currents, voltages) and
electromotive force (EMF) waveforms are not sinusoidal.
Therefore, the phase current control technique is normally
employed for this kind of motor. The control technique is
relatively simple because the square-wave reference
currents can be generated in a step manner, every 
electrical degrees, where m is the number of phases and p
is the pole-pair number. Hence, low-cost Hall-effect sensors
served as position sensor are enough for the control
purpose. Simplicity in control, BLDCMs suffer, however,
from a big drawback: because of phase commutations, the
torque is not as smooth as that produced by their
counterpart, sine-wave PM motors.

7.1.1 Construction of BLDC motor

A BLDCM is basically a non-salient pole surface PM
machine with a full pitch-concentrated winding that



generates trapezoidal EMF.
Figure 7.1(b) shows a photo of three-phase motor with

concentrated winding and external rotor. Electronics
commutator is integrated into the motor. In the photo,
three Hall sensors are placed at 120° degrees, opposite the
rotor magnets. BLDCMs can be constructed in different
physical configurations. Depending on the stator windings,
these can be configured as single-phase, two-phase, three-
phase and multi-phase motors. However, three-phase
BLDCMs with PM rotor are the most commonly used. A
BLDCM has stator and rotor parts as all other motors.
Stator of a BLDCM is made of stacked steel laminations to
carry the windings. These windings are placed in slots
which are axially cut along the inner periphery of the
stator. These windings can be arranged in either star or
delta. However, most BLDCMs have three stator windings
connected in star pattern. The rotor is made of PMs. The
number of poles in the rotor can vary from two to eight or
even higher pole pairs with alternate south (S) and north
(N) poles depending on the application requirement. The
rotor can be constructed with different core configurations
such as the circular core with PM on the periphery and a
circular core with rectangular magnets. To achieve
maximum torque, the PM material should should produce
high flux density.

The basic configuration of a BLDCM system is shown in
Figure 7.1(a), where there is a full-bridge driving circuit for
a three-phase star-connected BLDCM. The DC supply at the
input may be rectified DC or from an energy storage
system, such as battery. In the diagram, power switches
T1–T6 are used to turn on or turn off the currents of the
windings according to the logic signals. The symbolical
power switches in the figure may be insulated gate bipolar
transistors (IGBTs) or metal-oxide semiconductor field-
effect transistors (MOSFETs). As one can see, the power
switches form a circuit which is the same as an inverter for



three-phase AC motor. However, when the circuit is
associated with a BLDCM, it is often called “electronics
commutator” for emphasizing its specific role in the
electronically commutated motor or “mechanically
brushless” DC motor.

Figure 7.1 (a) “Electronics commutator” and BLDC motor

and (b) three-phase BLDC motor with

concentrated winding and external rotor

7.1.2 Operation principle of BLDC motor

When the stator coils are electrically switched by a supply
source, they become electromagnets and start producing
the uniform field in the air gap. As we know, the rotor of a
BLDCM is made of PMs. Due to the force of interaction
between the electromagnet stator and PM rotor, the rotor
rotates.

To rotate the BLDCM, the stator windings should be
energized in a sequence. Thus, it is important to know the
rotor position to determine which winding will be
energized. Rotor position is sensed by using Hall-effect
sensors (or Hall sensors) embedded into the stator.
Whenever the rotor magnetic poles pass near the Hall
sensors, they give a high or low signal, indicating that the
N or S pole is passing near the sensors. Based on the



combination of these three Hall sensors signals, the exact
sequence of commutations can be determined [1,2].

The operation principle will be explained for two-phase
mode. In this mode, for any given period, two of the motor
windings are conducting all the time as well as suspending
the third one. The states of the switches and machine rotor
are shown in Figure 7.2, and the corresponding waveforms
are illustrated in Figure 7.3.

Figure 7.2 State of power switches and corresponding poles

of stator and rotor in function of the sequences of

Hall-effect sensors



Figure 7.3 Waveforms of EMFs and currents of phase A, B,

C with the signals from Hall-effect sensors

The conduction order and instant are determined by the
rotor position information that is generated by the sensors.



In this condition, the synthetic rotating magnetic field
generated by the stator is a step field instead of a
continuous one. The bridge converter commutates once the
rotor rotates a 60° electrical angle, and the magnetic status
is consequently changed. So, there are six magnetic status
and two phase windings are conducting in each state. The
time of current flowing continuously in each winding is
120° electrical angle.

In the two-phase mode, there is only one upper bridge
switch conducted at a time, which produces the forward
flowing current in the corresponding winding, resulting in a
torque. Similarly, another torque is produced by the
backward current because of the lower bridge switch
conduction. The sum of these torques constitutes the
synthetic torque, which rotates 60° electrical angle at each
commutation period.

7.1.3 Specific features of BLDC motor

drives

Compactness due to current of square-waveform. The
most distinguish feature of BLDCM resides in the
waveform of current and EMF. As the current is in
square (or quasi-square) form, its rms value is equal to
the maximal value, whereas in sine-wave motor, the
pick current is of  factor of the rms value. This fact is
very important in sizing the motor winding. The
BLDCM has, therefore, the highest power/volume ratio,
i.e., is the smallest among the other types that have the
same the power.
Torque ripple due to non-ideal commutations. Unlike
the sine-wave motor, where the commutations happen
gradually, the commutations in BLDCM are executed at
every 60° electrical. In the reality, the switch-on time
and the switch-off one of power devices are not the



same. As the consequence, the produced torque, as the
interaction between the stator nonideal current and the
rotor PM flux, content the ripples that impair the
performance of the whole drive. Analysis of torque
ripples and the techniques to reduce the ripples are
presented in Section 7.4.
High-speed operation by conventional advance angle.

As well known, a motor attains its rated power in the
rated operation point, where the speed and the
developed torque are at rated values. Beyond the so-
called base-speed region, it is common to use the flux-
weakening techniques for sin-wave PM motors. For the
BLDCM, we can advance the phase current before its
EMF by an appropriate angle. The technique is treated
in Section 7.6.

An alternative approach to minimize the torque ripples is
the pseudo-vector control (PVC) technique that calculates
the reference phase currents in  frame, by taking the
EMF information into consideration. The detailed PVC
technique will be provided in Section 7.5. Beside the torque
ripple elimination effect, the PVC can also enable the high-
speed operation by acting on -axis current.

In general, a BLDCM is recognized as having the highest
torque and power capability for a given size and weight due
to its (quasi-)square-wave current and trapezoidal form of
EMF. In addition to that, a BLDCM also presents the cost
advantage over the sine-wave PM motor, due to its
construction and winding. Therefore, it seems to be evident
that if the torque ripple in BLDCM can be overcome, this
kind of motor would become a very attractive solution for
many industrial and house-appliances applications.

7.2 Modeling of brushless DC motor



The equivalent circuit of a three-phase BLDCM is
illustrated in Figure 7.4, where each coil is represented by
an inductance, an internal resistor and an EMF. In the
figure, the motor is in star connection. The fourth wire
denoted N represents the neutral point, which is an option,
as most motors in practice are provided with only three
wires.

Figure 7.4 Equivalent circuit of three-phase BLDC motor

Although Figure 7.4 describes the motor in star
connection, the equivalent circuit does not loss its
generality and can be used for delta connection.

7.2.1 Dynamic model

Using the equivalent circuit, the set of voltage equations
can be expressed as follows [3]:



where  are the phase voltages;  are the phase
currents;  are the phase EMFs;  are the
resistance of each phase;  are the inductance of each
phase; and  are the mutual inductance between
two phases.

With the assumption that the motor is perfectly
balanced, i.e., the three phases are identical, (7.1) can be
simplified as (7.2), because all the parameters are equal,
i.e., , , .

According to Kirchhoff’s first law,  and let the
stator equivalent inductance be , the following
equations stand:



The electromechanical energy conversion is expressed as

where  is the electrical power,  is the electromechanical
torque developed by motor, which is equal to the output
torque on the shaft, and  is the mechanical angular
velocity (rad/s).

Equation (7.4) means that all the electrical power is
transformed to the useful (mechanical) power if there is no
mechanical rotating loss. The motor output torque can be
then derived.

The dynamics of mechanical part is represented as follows:

where  is load torque, J is moment of inertia of rotor and
coupled shaft.

Using Laplace transform for (7.3) and (7.6), we have
dynamic model of BLDCM in form of transfer function:



where s denotes the differential operator and  is the
electrical time constant of the motor. The complete
dynamic model of BLDC is therefore expressed by (7.5),
(7.7) and (7.8).

7.2.2 Block diagram of BLDCM model

A direct use of dynamic model in the above equations for
simulation of three-phase motor may not work, because the
equations in (7.7) are independent. The practical motor
model for simulation can be obtained as follows,
considering the line-to-line voltages and currents (7.9) and
the condition (7.10).

Equation (7.3) can be rearranged for the line-to-line
voltages.

Fundamental current equation for three-phase motor

After some manipulation, the phase currents can be
obtained from the line currents



In the block diagram model, the EMF is realized by look-up-
table technique, where three-phase EMFs in per-unit-value
(pu) are stored in a table in function of the electrical rotor
position . The amplitude of the EMF is then calculated
from the speed, by using the EMF constant .

Figure 7.5 shows the complete mathematical model of
three-phase BLDCM, where (7.5), (7.8), (7.9), (7.11), (7.12)
and EMF look-up tables are employed. The electrical
angular velocity  is related to the mechanical one by the
pole pair number p ( ).

Figure 7.5 Block diagram of three-phase BLDCM model

7.2.3 Torque-speed characteristic

In the two-phase conduction mode, when only two windings
are on and the third phase is off, we have the steady-state
voltage equation at constant speed directly from (7.3).



where  is the current amplitude ( ) and  is the line-
to-line EMF.

However, the torque developed by motor is related to
current by the relation

where  is the torque constant.
Replacing (7.12) and (7.15) into (7.14), the angular

motor speed is obtained in function of the torque.

where  is the no-load speed and  is the speed drop for
a given load torque. Figure 7.6 represents the torque-speed
characteristic, which is similar to that of DC commutated
motor.



Figure 7.6 Torque-speed characteristics of BLDCM

7.3 Phase-current control of

brushless DC motor

7.3.1 Control system configuration

Since the back electromotive force (BEMF) and current of
BLDCM are not sinusoidal, the vector control principle
cannot be readily applied. To control a BLDCM, it is
common to use the conventional phase-current control
configuration as shown in Figure 7.7 with two closed loops
for current and speed control. With this drive system,
BLDCM can operate with rated torque at any speed under
the rated speed. The motor is fed by a PWM-controlled
MOSFET or IGBT inverter. The rotor position can be
obtained from three Hall-effect sensors, which is integrated
inside the motors. The reference signals are generated in
the block “Phase current distributor” using the position
information from the Hall-effect sensors. The reference
current amplitude is readily shifted every 60° according to
the communication positions yielded by Hall-effect sensors
(see Figure 7.3). Phase division define conducted coil



corresponding to the rotor position. The currents are then
controlled by three current controllers, which calculate
duty cycle for IGBT or MOSFET inverter. The simple
hysteresis or proportional-integral (PI) feedback control
law is wildly used in most applications.

Figure 7.7 Conventional BLDCM drive system with current

control loop and speed control loop

If the speed control is required, the outer loop can be
added. It is commonly known as the speed control loop with
the speed regulator, which aims to stabilize speed and
reject the load disturbance. The feedback signal for speed
control loop is estimated from the Hall-effect sensors
information or measured by a more sophisticated sensor,
such as encoder or resolver, according to specific
application requirement. The most common control law for
the speed loop is the PI algorithm.

Nowadays, many control algorithms are applied to
control BLDCM, like adaptive control, fuzzy control and
genetic algorithms have been proposed. However, the PI
control law and hysteresis control are still the most
common and useful algorithms in BLDCM conventional
control system because of their simplicity.



7.3.2 Simulation results

The operation and control performance of BLDCM drives
are tested by numerical simulation in MATLAB®/Simulink®

environment. The parameters of the laboratory prototype
motor are shown in Table 7.1.

Table 7.1 Technical data of the motor

Figure 7.8 shows the performance of the drive during
starting up and load torque application. The motor is
started up to nominal speed with no load, and a rated load
torque is applied at t = 0.15 s when the speed is already at
its constant value. A small speed drop can be seen in
Figure 7.8(a), then it quickly comes back thanks to speed
feedback control loop. The corresponding waveforms of
currents and torque are reported Figure 7.8(b) and (c). The
hysteresis control is employed for the current control loops.





Figure 7.8 Performance of the BLDC motor drive during

starting up and step load torque application: (a)

speed, (b) three-phase currents, (c) torque

The torque ripple is clearly detected in the instants of
commutation due to the shape slop of the currents. Figure
7.9 shows a closer look at the EMF and current waveform,
where they are plotted for one phase (phase a).

Figure 7.9 Current and EMF of one phase (phase a)

7.4 Torque ripple analysis and

reduction techniques

In order to analyze the torque ripple, the currents of three
phases and the produced torque at the instant of one
commutation are examined. As it is shown in Figure 7.10,
due to the difference in turn-on and turn-off time of power



devices of two phases in commutation, the current of the
third phase is perturbed (Figure 7.10(a)), resulting in a
ripple in the torque (Figure 7.10(b)). The result is perfectly
matched with theoritical analysis available the literature
[4].

Figure 7.10 Current and torque during one commutation:

(a) currents and (b) torque



Torque ripple reduction is always an essential issue in
BLDCM control system. The torque ripple would not only
cause acoustics and vibration but severely limit the
performance of the system, especially in high precision and
high stabilization applications. There are three primary
sources of torque production (and therefore of the torque
ripple) in BLDCMs: cogging torque, reluctance torque and
mutual torque [1].

The torque ripple can be reduced by motor design,
control means or both of them. It is a great challenge to
reduce cogging torque during machine design. If in a
BLDCM either stator slots or rotor magnets are skewed by
one slot pitch, the effect of the first two torque components
is significantly reduced. Therefore, if the waveforms of
phase EMFs and the phase currents are perfectly matched,
torque ripple is minimized. However, perfect matching
phase EMF and phase current are very difficult,
considering unbalanced magnetization and/or imperfect
windings [1]. Moreover, due to the finite cutoff frequency
of the current control loop, the transient error of the
controlled currents always occurs, especially in
commutation instants, when the current profile changes
drastically and also, the turn-on and turn-off characteristics
of the power devices are not identical.

We can find in literature many efforts to reduce the
torque ripple. References [5–10] are only some to name.
Le-Huy, Perret and Feuillet [5] analyzed the torque by
using Fourier series and showed that the torque ripple can
be reduced by appropriately injecting selected current
harmonics to eliminate the torque ripple components. Liu,
Zhu and Howe [9] utilized direct torque control (DTC) to
reduce torque ripple in addition to increasing torque
dynamics. Lu, Zhang and Qu [10] calculated duty cycles in
the torque controller considering unideal back EMFs. It can
be noticed that the torque ripple cannot be completely
removed despite computational effort.



7.5 Pseudo-vector control of BLDC

motor

This section provides an alternative approach to reduce
torque ripple in BLDCM drive. Instead of conventional
square-waveform, the method uses the principle of vector
control to optimally design the waveform of reference
current in such a way that the torque ripple is minimal. The
currents are however still controlled in the phase current
control manner. For this reason, we have called the
proposed approach PVC [11,12]. The proposed PVC has two
major advantages: (a) the torque ripple is significantly
reduced and (b) the flux weakening for constant power
high-speed mode can be achieved by injecting a negative d-
axis current into the control system, just like for the case of
PMSMs (sine-wave machines).

7.5.1 System configuration

The configuration of the proposed control system is
described in Figure 7.11, where the part generating
current references are marked by the gray area.



Figure 7.11 Block diagram of the proposed pseudo-vector

control for BLDCM drives

It can be noted that except for the current reference
generation part, the system in Figure 7.11 is the same as of
the conventional control system for BLDCM (Figure 7.7).
The motor is fed by a PWM-controlled MOSFET or IGBT
inverter. As we can see in Figures 7.7 and 7.11, the
currents are controlled by three controllers in the
stationary frame. By convention, the suffix “*” refers to the
reference variables and quantities.

The reference currents generating part of the PVC is
described in the next subsection. To perform the direct
transformation and the invert one, the rotor position will be
needed. The instantaneous rotor position and speed can be
obtained from the Hall-effect sensors information using an
observer or measured by more sophisticated sensors.

7.5.2 Principle of pseudo-vector control

In the conventional square-wave phase current control
(Figure 7.7), for a given torque command, the reference



currents depend only on Hall-effect sensor signal showing
the communication instants. The torque ripple is therefore
inevitable.

Equation (7.4) shows the basic equation of the
electromechanical torque, which is a result of the
interaction between the motor currents and the EMF
produced in the motor by the PMs. It also explains the fact
that if the currents and EMF do not match each other,
torque ripple occurs.

Rewriting (7.4) for the reference values, the reference
torque is

Because the torque reference is the ripple-free value, it is
to note that if the reference currents , ,  are chosen in
the manner that (7.17) is respected, there would be no
torque ripple.

We cannot directly obtain the reference currents , , 
from a single equation (7.17), which has “three degree-of-
freedom.” Let us work in the synchronously rotating d–q

frame instead of stationary a–b–c frame. The power
equation can be rewritten in d–q frame

where the indexes d, q, 0 represent the variables in d-axis,
q-axis and zero-sequence, respectively.

For a balanced system, it is desirable that the zero-
sequence current  is zero. Combining (7.17) and (7.18)
gives for reference and desired values:



Equation (7.19) means that if we can a priori select the
reference current , we can calculate the reference current
, for a given speed and desired torque .

As the desired torque contains no torque ripple, the
obtained torque is theoretically free of ripple if the current
controllers work properly to yield currents perfectly equal
to the reference ones.

The EMFs in d–q frame ,  in (7.19) and (7.20) are
obtained from three-phase EMFs , ,  by Park
transformation. As previously mentioned, the zero-
sequence current  is forced to be zero in our system, so
only  and  need to be calculated using simplified Park’s
transformation.

where  is the rotor position: , with  is the electrical
angular speed ( ),  is the motor (mechanical)
angular speed and  is the pole pair number.

Having calculated , , the three-phase reference
currents , ,  are obtained by inverse Park transformation

.



It is worth to emphasis again here that by using the
reference currents , ,  to control the system, there
would be theoretically no torque ripple, because the
reference currents , ,  were optimally designed taking
EMFs into account. The d–q frame is utilized only for
calculating these reference currents, while the phase
current control principle is normally used in a–b–c frame.

7.5.3 Simulation results and performance

comparison

The algorithm has been simulated in MATLAB/Simulink
using the motor of which the parameters are shown in
Table 7.1. The working condition in simulation is the same
as that in Section 7.3.2: the motor is starting up with the
conventional control to the rated speed without load, then a
rated load is applied at t = 0.15 s when the system has
been already in the steady state. The PVC is then applied at
the instant t = 0.355 s. To emphasis the performance of the
controlled system, the currents are controlled by hysteresis
technique, the same as in the conventional control (Section
7.3.2).

Figure 7.12 shows the performance of the proposed
PVC, in comparison with the conventional control. As we
can see in Figure 7.12, the current is no longer in square-
waveform, but rather in trapezoidal form when the PVC is
applied. As the result, the torque ripple due to the 60°
interval commutation is eliminated. It is noted that high-
frequency noise in the current and the torque waveforms is



the natural consequence of the hysteresis band in current
control, but it does not harm the quality of produced
torque.

Figure 7.12 Performance of BLDCM drive with two control

modes: conventional control and PVC (from 0.355

s): (a) currents and (b) torque

The EMF and current of one phase (phase a) are shown
in Figure 7.13. Special features should be noted for the
operation under base speed:

The current is in phase with the EMF



The current amplitude is the same for both
conventional control and PVC
Only the shape of the current is different, quasi-square
form in conventional control, but nearly trapezoidal
form in PVC.

To further evaluate the performance of the system, the flux
trajectory ( ) is examined. Figure 7.14 clearly shows
the “cogs,” which have originated from the commutations
at every 60° in case of conventional control. The sharp
change of current waveform in commutation instants is
reflected in the flux. Again, the torque produced in the
machine can also be considered as an interaction between
rotor and stator flux. The torque ripple is therefore evident
in this case.

Figure 7.13 Current and EMF of one phase (phase a) with

two control modes: conventional control and PVC

(from 0.355 s)



Figure 7.14 The flux trajectories (ψα–ψβ) using conventional

phase-current control and using PVC

On the contrary, the flux trajectory of the PVC method is
nearly round, because the current waveform of PVC is
smooth, as previously shown in Figures 7.12(a) and 7.13.
This interesting feature gives another explanation of the
superiority of the proposed PVC over the conventional
phase-current control method.

Note that the simulation in Figures 7.11–7.14 was
carried out in the based-speed region, with  in (7.20).
The flux weakening for constant-power high-speed mode
can be achieved by injecting a negative d-axis current (
) into the control system, just like for the case of PMSMs
(sine-wave machines).

Figure 7.15 shows the waveform of EMF and currents in
d–q frame in the PVC block (Figure 7.11).



Figure 7.15 Waveforms of EMFs in a–b–c and d–q frames:

(a) ea, eb, ec and (b) ed, eq

The waveforms of referent currents and the actual ones
are illustrated in Figure 7.16, for monitoring purpose only,
because these currents are not used directly in control.



Figure 7.16 Reference and actual currents in d–q frame

7.6 Control of BLDCM in high-speed

region

7.6.1 Operation in high-speed region

In many applications such as electric vehicles, tool
machines, wide speed range (beyond the rated speed) is
required. Above the rated speed, because the power of a
BLDCM is a limit determined value, the torque decreases
inversely proportional to the motor speed.

Figure 7.17 shows the typical characteristics of a motor
drive in the base-speed and high-speed regions.
Conventional drive system cannot operate well in the power
limit region due to voltage saturation, if no additional
special control technique is applied. Although Figure 7.17
is common for any kind of motors, the phenomena of
saturation can be explained easily for the BLDCM.



Figure 7.17 Various control variables in functions of motor

speed

To expand the speed range of a drive, it is common to
weaken the existing field. For the separately excited DC
motor, as the motor has separate windings for the flux-
producing and torque-producing currents, it is very easy to
control this motor above rated speed by decreasing the flux
in keeping the applied voltage at its rated value. For a
vector-control induction motor (IM) drive, flux-weakening
operation can be realized by decreasing the d-axis (flux-
producing) current. For a vector-control PMSM drive, the
field of PM can be weakened by introducing a negative d-
axis current ( ) [13]. For a BLDCM with conventional
control, the flux-weakening operation is not a matter of
acting on d-axis current as compared to other AC motors,
because the vector control is not applicable to this kind of
motor as mentioned previously.

PWM technique is used to control the applied voltage of
BLDCM. Operating at rated speed, the power switches are



turned on 120 electrical degrees each half cycle, so the
applied voltage attains its rated value. This is the maximal
applied voltage for a BLDCM. The voltage equation for each
phase of the motor (7.3) can be expressed again in general
form as

Because the applied voltage is limited, if the motor current
is large enough to satisfy the load torque, the EMF cannot
increase to a higher value. EMF is directly proportional to
the motor speed, so the motor speed cannot be developed.
Similarly, if we want the motor to operate at a higher
speed, the output torque of the motor cannot be developed
as required.

7.6.2 Phase-advance approach to expand

the speed range of BLDCM

In literature, we can find the so-called phase advance
technique to solve the problem of high-speed operation for
BLDCM [14–19]. The main idea of this approach can be
explained as follows [14]. There are two types of
electromotive forces in the phase winding of a BLDCM. One
is called BEMF, e, which is induced by the magnet field of
the rotating of the PM. Another one is called transformer
electromotive force (TEMF), , which is induced by the
transformer action of the time-varying stator current in the
phase windings. Below the rated speed, BLDCM is
controlled conventionally, the phase current is in phase
with the phase EMF. When operating above the rated
speed, the phase-current leads the phase BEMF. Thus, the
TEMF is utilized to counteract the BEMF. This is equivalent
to the flux-weakening for the DC motor drive. There is a



corresponding advance angle for every given reference
speed. The locus of these points is the “phase advance
curve.” Chan et al. proposed in [14] that the value of
“advance angle” is governed by an approximate linear
relationship with the motor speed. In fact, the “phase
advance curve” is not a straight line, but a complicated
curve. In the latter work in 1998, Chan et al. proposed an
algorithm which is called “adaptive searching trajectory” to
determine the corresponding advance angle [15]. This
algorithm increases the complicatedness of the BLDCM
drive. Beside [14,15], other techniques in phase advance
approach have been investigated. Lawler et al. identified
several limitations of the phase advance approach. The
phase advance approach is especially sensitive to the motor
inductance that must be larger than a threshold value to
maintain motor current within rated value when operating
at rated power and high speed [16]. If the motor
inductance is low, additional cooling will be necessary for
the motor and inverter components and the current rating
of the inverter will have to be increased. Lawler et al. also
proposed an inverter topology and control scheme which is
called dual-mode inverter control [16]. With this control
scheme, the range of motor inductance is widened. An
analytical expression of phase advance is given in [17],
which can be considered as an improvement of [14,15],
when the winding resistance is not negligent.

The “phase advance approach” technique can be easily
integrated into the conventional control schema by adding
an angle θ0, as shown in Figure 7.18.



Figure 7.18 Conventional BLDCM drive system with phase-

advance for high-speed operation

7.6.3 Pseudo-vector control for high-

speed range of BLDCM

The PVC approach presented in Section 7.5 has the second
advantage that is in the high-speed region. The flux-
weakening control is possible by inserting a negative d-axis
current ( ) into the calculation of reference currents.
The method of calculating the current reference value on
the d-axis, which is an important point of PVC, is explained
in the literatures [11,12].

The d-axis current calculation in Figure 7.19 is
calculated in accordance with the following expression:

This PVC approach is given either by (7.25) if no field-
weakening control is realized ( ) or (7.26) if the field-
weakening control is realized ( ).



In (7.27), a stator current  is given in term of d-axis
current reference  and q-axis current reference .

The trajectory of the stator current  is the cycle with the
radius equal rated value, therefore (7.28) holds



Figure 7.19 Diagram illustrating a vector relation between

current reference  and 

7.6.4 Simulation results for high-speed

operation using PVC

The operation of the dive in high-speed region was
examined. In the test, the speed change command was
applied at t = 0.35 s, from 1 to 1.3 pu. The flux weakening
algorithm was executed by injecting a negative current Id

(7.26) to the PVC block in Figure 7.11. The speed evolution,
currents of three phases and the torque are shown in
Figure 7.20.





Figure 7.20 Performance of PVC in starting, rated speed

and high-speed region: (a) speed, (b) phase

currents, (c) torque

The currents of three phases are shown in Figure 7.21 in
a smaller time scale. The reference current of one phase
(phase a) and the actual ones are given in Figure 7.22. As
is shown, the current waveform is no longer trapezoidal.
The pick in current waveform is originated from the added
negative current Id into the system (7.26).

Figure 7.21 Phase currents in high-speed operation



Figure 7.22 Reference and actual currents of one phase

The currents in d–q frame are shown in Figure 7.23,
where the operation in high-speed region is clearly
demonstrated, in the way that the current id is negative,
and iq is decreased due to a smaller load torque applied in
high-speed region (see also Figure 7.20).



Figure 7.23 d–q-Axis currents

The effect of the negative current id is explicitly proven
by the flux trajectory in Figure 7.24, for two modes of
operation: with rated speed and at high speed. A
noteworthy feature is that the flux trajectory when the
motor operates above the base speed is smaller than that
under base-speed region. It demonstrates that the flux-
weakening control is performed in BLDCM. For the motor
with larger inductance, the effect of flux weakening is even
more pronounced.



Figure 7.24 The flux trajectory (ψα–ψβ) using PVC for rated

speed and high-speed operation

Figure 7.25 shows the relationship between the current
and EMF of one phase (phase a). Compared with Figure
7.13, the current is advanced to EMF in this case. It is to
say that injecting a negative current id is equivalent to the
advancing angle in the conventional control. This
interesting remark confirms the physical insight of flux-
weakening techniques for BLDCM and the advantages of
PVC over the conventional control technique for BLDCM
drives.



Figure 7.25 Current and EMF of one phase (phase a)

7.7 Summary

Because of the simplicity in construction and in control,
BLDCMs are found in a wide range of applications. This
kind of motor suffers, however, a serious drawback in the
torque ripple, due to sharp communications every 60°
electrical. Various efforts have been made to reduce the
torque ripple. Phase advance approach is a common
practice for controlling the motors above the base speed.

The working principle of the motor has been illustrated
using the motor and electronics commutator association, in
accordance with Hall-effect sensors sequences. The
mathematical modeling of the motor has been carried out.
The practical block diagram of three-phase motor has been
built for the simulation purpose. Control of the BLDC drive
was performed in MATLAB/Simulink environment and the
analysis of torque ripples has been provided.



The PVC was presented to improve the performance of
the BLDCM drives. The vector-control principle in d–q

synchronously rotating frame is utilized for the generation
of current references only, while the motor currents were
controlled, as usually for PM trapezoidal type motors, by
individual phase-current control in the stationary a–b–c

frame. The performance of the PVC has been tested and the
results have been compared with those of the conventional
phase-current control method. The great improvement in
torque ripple reduction has been obtained. By using PVC,
the flux weakening operation was also possible, instead of
the “phase advance” technique in the conventional control.

List of symbols

m Number of phases
p Number of pole-pair
ua, ub, uc Phase voltages
ia, ib, ic Phase currents
ea, eb, ec Phase EMFs
Ra, Rb, Rc Phase resistances
La, Lb, Lc Phase inductances
Mab, Mbc, Mca Mutual inductance between two phases
Pe The electrical power
Te Torque developed at motor shaft
ωm Rotor angular velocity
TL Load torque
J Inertia of rotor and coupled shaft

Differential operator
τ Electrical time constant
θe Electrical rotor position
ke EMF constant



ωe
The electrical angular velocity

Im Amplitude of current
ELL The line-to-line EMF
kt Torque constant
ωm0 No-load speed
∆ωm The speed change

, Reference current
Reference torque
Reference stator current

Glossary of terms

Electronic

commutator

The voltage source inverter used for switching
of the concerned windings as per rotor magnet
position. This replaces the mechanical
commutator-brush arrangement, making the
machine a brushless one

Torque

ripple

The peak to peak ripple in the motor torque
which is assumed to be constant

Pseudo-

vector

control

The vector control method used for non-
sinusoidal waveforms by taking the EMF
information and reference phase currents in d–
q frame

Hall-effect

sensors

The sensors placed in stator for position
sensing of rotor magnets using Hall effect
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Switched reluctance motor

drives
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The concept of switched reluctance motor (SRM) has been
widely known for a long time, going back to 1838 when
Robert Davidson built one as a traction drive for a train of
Edinburgh–Glasgow. The weight of the train was 6 t, and it
was operating at 4 mi/h by battery. SRM has the simplest
structure among other electrical drives, but it depends
heavily on power converter for its operation. Therefore, it
has only been recently researched again in the last decade
thanks to the development of microprocessor and power
electronics, and now it can compete with the commonly
used DC and AC motors for industrial applications.

SRM operation relies on the reluctance torque, instead
of the continuous torque by rotating magnetic field, so it is
necessary to pay attention to the generation of the
pulsating torque. Despite having a lot of advantages due to
its simple structure, such as low rotor inertia and
applicability in harsh environments, SRM is also known for
its drawbacks, such as high acoustic noise and vibration,
and large torque ripple. However, these problems can be
solved or at least minimized through proper design and
control methods.



In this chapter, the basic knowledge needed to
understand and design an SRM is provided. It is hoped that
by reading this, the readers from all levels be able to get
deeper comprehension about how to design the proper
motor and its controller, solve problems related to the
drawbacks, and future prospect of SRM.

8.1 Principle of switched reluctance

motor

8.1.1 Operation of SRM

8.1.1.1 Excitation characteristics

The SRM is an electric machine that converts the
reluctance torque into mechanical power. Generally, there
are two kinds of torque in the electromechanical energy
conversion based on the magnetic structure: mutual torque
and reluctance torque. Mutual torque is generated in the
constant rotating magnetic field by the maximized torque
which occurs when excitation energy is applied to both
stator and rotor. On the other side, reluctance torque is
caused by the change of reluctance and excitation energy
of the magnetic circuit when excitation energy is applied to
one side only, stator or rotor. This is due to the
characteristics of phase reluctance that gets minimized
when the corresponding phase is excited.

Therefore, salient pole shape which changes reluctance
as the rotor rotates is required for the utilization of
reluctance torque. However, since there is a limit to the
geometrical configuration, it is necessary to apply a
continuous pulse excitation power for every rotating
section. In other words, one pulse excitation is required to
create one “stroke” of rotor rotation. Figure 8.1 shows the



basic configuration of a doubly salient switched reluctance
(SR) drive.

Figure 8.1 SRM drive system

8.1.1.2 Torque generation

In order to obtain the torque expression of the motor, the
concept of coenergy  is introduced and the torque
equation of the SRM can be obtained as stated below.

The coenergy  of the magnetic circuit of the magnetic
structure of the doubly salient SRM is

where  is the current of the phase winding and  is the
corresponding inductance. The torque  for one phase is
the partial derivative of the coenergy for the rotor position
angle .



Here, the generated torque of SRM is proportional to the
square of phase current and to the rate of change of the
inductance per position angle.

Since torque is proportional to the square of the current,
it can be produced regardless of the direction of phase
current. However, the sign of the torque varies depending
on the slope of inductance, so there will be a negative
torque for that particular phase depending on the rotor
position. Therefore, in order to eliminate the negative
torque, SRM must be switched on and off according to the
rotor position. Ideal phase current, torque, and inductance
profiles for a doubly salient type SRM as shown in Figure
8.2.

Figure 8.2 Ideal constant excitation profile: (a) phase

inductance, (b) phase current and (c) phase torque

As can be seen from Figure 8.2(a), the inductance may
increase at , decrease to its minimum value of  at 

, or constant at  with respect to the rotor
position . The maximum value of inductance  is reached



when a rotor pole pair is aligned with a stator pole pair,
and the maximum value of inductance  is reached at
unaligned position. If a constant excitation current is
applied to the phase as shown in Figure 8.2(b), positive
torque is generated in the increasing inductance region 

, and negative torque of the same magnitude is
generated at , just as described in (8.2).

Therefore, in order to produce positive electric torque
and prevent the generation of negative torque, it is
necessary to acquire rotor position information and
perform continuous phase switching excitation accordingly.
Figure 8.3 shows a three-phase switching exciter that
generates ideal torque by applying switching excitation
current to each phase. The output torque  is generated
by the sum of the torques generated by the excitation
current of each phase, and it can be calculated as follows:

where  is the rotor stroke angle which can be calculated
as  in which  is the rotor pole number. Taking a
three-phase 6/4 pole SRM as an example,  and .



Figure 8.3 Ideal torque generation for switching excitation

current

For actual, nonideal switching excitation, the following
points must be taken into account.

1. When switching on exactly in the inductance rising
section , the increase of the inductance causes
current to be insufficient to produce the required
torque, so switching on has to be done before the
minimum inductance section to establish a sufficient
current.

2. When switching off the current, there has to be enough
time for it to reach zero before the negative torque
region . The phase current and torque of the
actual, nonideal switching excitation are shown in
Figure 8.4. The operating characteristics of each



section of the rotor position angle in Figure 8.4 are as
follows:

   (i) : Minimum inductance section. Switch on
is performed in this section to establish a
sufficient current.

 (ii) : Magnetizing section by applying power
to the windings and is known as the advance
angle . The current waveform changes
depending on the rotation speed, applied
voltage, winding resistance, , etc. Switching
on angle, , is always prior to .

(iii) : At , the leading edge of the rotor
pole meets the edge of the stator pole, and the
value of inductance increases. As a result, when
the maximum value  is reached, the
maximum constant torque is generated. The
equation at this point is



Figure 8.4 Actual torque generation for switching excitation

current

where  is the winding resistance and  is the flux
linkage. Assuming that it operates as a constant angular
velocity  and ignores both winding resistance and
magnetic nonlinearity of the iron core,

At this time, energy flows can be calculated as



When SRM operates as a motor, a part of the input is
converted to mechanical output , and the rest is
accumulated as magnetic energy, . However, when
switching on occurs in this section, some of the magnetic
energy is returned to the mechanical output and some to
the power source.

1. : This is the section where the inverter switch is
turned on. This angle is known as the dwell angle .

2. : The positive torque region is generated by
switching, and this angle is called a torque angle, .

3. : The inductance is constant at , and it causes
torque dead zone. This is due to the difference in width
between stator and rotor poles, and this region is set to
reduce the negative torque in the inductance-
decreasing period .

4. : The inductance decreases linearly until . This
section is the demagnetizing section that may generate
negative torque. When current flows in this section,
energy is returned from the mechanical power to the
power source due to the negative torque as well as the
magnetically accumulated energy. This is a
regenerative action and can be used as braking torque.
This is one of the most important features of SRM that
enables four-phase operation by instantaneous
switching of the circuit.

8.1.2 Characteristics of SRM

SRM has the simplest structure among other electric
machines. It comprises a stator with excitation windings
and a ferromagnetic salient rotor pole with no windings.
The torque generation is based on the tendency of the rotor
to be aligned with the excited stator pole pair. The
inductance of the stator winding is a function of the
angular position of the rotor. Thus, the position of the rotor



must be known to effectively give excitation to the windings
of each phase to produce torque.

SRMs are classified into two types: singly salient type
and doubly salient type. The major feature is that there are
neither windings nor permanent magnets on the rotor, and
only the stator windings are excited. Therefore, the copper
loss of SRM only occurs in stator windings. Because the
stator cools effectively faster than the rotor, the motor can
be made compact and small for a given rating or capacity.

In order to generate torque, the inductance of the stator
winding has to change according to the position of the
rotor. Figure 8.5(a) shows a cross section of a non-salient
stator with high permeability magnetic material and a two
poles rotor.

Figure 8.5 SRM cross section: (a) singly salient type and (b)

doubly salient type

The above figure shows that the motors are two phased,
but it is possible to design more than that. The inductance
of a stator phase winding will be maximum when the rotor
axis coincides with stator axis and minimum when it is
perpendicular or absolutely unaligned. Figure 8.5(b) shows
a cross section of a two-phase doubly salient type SRM.



Here, there are four stator poles and each pole has a
winding. The windings of the opposite poles are connected
whether in series or parallel. This type is very similar to
Figure 8.5(a) in being two-phase motor with two-pole rotor.

The phase inductance varies from maximum to
minimum, from the position where the axis of the rotor
coincides with the stator phase axis to where it is
perpendicular (assuming the case shown in Figure 8.5). In
these two models, the inductance slope varies depending
on the shape of the stator, thus making the torque
characteristic differs.

Because the permeability of the stator and rotor cores is
high, if the reluctance can be ignored, the mutual
inductance can also be ignored, so the relationship between
flux and current becomes very simple. Therefore,

where  and  are the self-inductance of phases 1
and 2.  is defined by the angle formed by stator
magnetic axis and rotor axis as shown in Figure 8.5. The
electromagnetic torque of this system is derived from the
concept of coenergy.

In the above equation, the currents  and  are fixed as a
constant and are partially differentiated with respect to .
Using (8.7) and (8.8) and the consideration that the mutual
inductance between windings is 0, the coenergy  can be
expressed as



The torque can be obtained from (8.9) and (8.10).

An important characteristic of SRM is shown in (8.11). In
the above equation, the torque is proportional to the square
of phase current and is independent of its direction.
Therefore, the power converter for supplying the phase
current can be unidirectional. In other words, it does not
require a bidirectional current source. The phase current is
turned on and off by a switch such as a transistor or a
thyristor. Therefore, since this switch regulates current in
one direction only, the power converter is economical and
simple in structure, because it requires only half of the
switch or any other control devices compared to the
bidirectional converter.

Equations (8.10) and (8.11) are useful under the
assumption that there is no mutual inductance between
each phase. This assumption is valid because the motor is
symmetrical as shown in Figure 8.5 (the mutual inductance
is 0 if the axes are perpendicular to each other) and if the
magnetic material of the rotor and the stator has infinite
permeability. However, not all SRMs are symmetrical.

In general, practical SRMs have mutual flux linkage
between each phase. Often these conditions are ignored
and (8.10) and (8.11) are used to find coenergy and torque.

In some cases, however, this assumption is not usable.
In the actual operation, when iron core is saturated by the
magnetic flux during operation, the relationship between
flux and current is complicated and mutual inductance is



produced. Therefore, mutual inductance must be
considered.

Although torque can be described such as in (8.9), it is
difficult to express it analytically. The relationship between
flux, current, and torque of a winding with nonlinear
magnetic material can be obtained by numerical analysis.
Once the prototype is built, measuring devices must be
used to validate various assumptions and approximations
during design and to obtain accurate values for actual
operation. Let the number of poles of the stator be m and
the number of poles of the rotor be n, such machine is
called m/n machine.

8.2 Design of switched reluctance

motor

Design specification consists of requirements (i.e., torque,
speed) and limitations (i.e., temperature rise, supply
voltage, and dimensions). Design consists of parameters
specifying both motor and controller. It must also include
material specification and consider the manufacturing
procedure. Sometimes, all dimensions are included in the
design procedure. If it is not one of the first things to do
when designing is to figure them out. Once the overall
dimensions are known, they can be modified for
optimization starting from a standard ratio and modify in
proportion. By knowing the initial dimensions and then
selecting the main parameters one by one, a motor
designer can take gradual steps to improve the quality and
viability of his design. This process can be done using
appropriate analysis software, but most often than not, it
still depends on experience. Notable design improvements
can continue to be achieved with the repetition of these
methods, even in the case of DC motors well known to us.



Accurate and complete design specifications are
necessary. Wherever possible, motor designers must
compromise to obtain the best design specification.
Demanding unnecessary or inappropriate design
specifications is also considered as a mistake. For a general
example, designing a motor to provide larger than the load
requirement. Clients or actual users have to try giving the
designer enough information for better design.

The most basic requirements in design specifications are
torque, speed, load, and supply voltage. It is also essential
to determine whether the motor needs to be bidirectional
or whether a braking or generating operation is required.
This refers to the four-phase operation in which a motor
can operate. Circulation temperature, changes in supply
voltage, and other special factors should be included along
with any criteria or rules.

SRM has a different operating principle from that of
conventional DC or AC motors. This is because the torque
generation is based on the reluctance torque rather than
mutual torque, and the applied voltage and current also use
the pulse wave instead of the sinusoidal wave. Also, phase
excitation is performed sequentially, and the operation
mode and characteristics are different depending on the
number of poles of the stator and the rotor. Therefore, the
following points have to be considered when designing an
SRM while keeping in mind the basic concepts of existing
electric device design.

8.2.1 Selection of pole

The conditions to be satisfied by the number of stator and
rotor poles and the arcs are

1. minimization of the mutual inductance mentioned
above,



2. “repeatability” of the relative arrangement of stator
and rotor poles,

3. minimization of permeance with respect to minimum
inductance,

4. self-start capability in both directions, and
5. minimization of switching frequency.

In the case of the number of poles, the following can be
known:

where  and  are even numbers, constant  is >2, and
LCM is the lowest common multiple. In addition, the
following cases can also be known:

where  and  are the stator and rotor pole arcs,
respectively. Equations (8.12)–(8.15) define the necessary
conditions to be satisfied by  and . However, further
consideration is needed to achieve the desired design. Let
us first consider the conditions for the possible values of .



If , then

Therefore, the range of  is

Similarly, the range of  is

Therefore,  and  have the same range. This range
increases with increasing  and decreases with increasing 

. However, at the same time, the above two values in
(8.15) must satisfy the following equation:

The system is schematically shown in Figure 8.6. In this
figure, the limit of  and  combination is represented by
the sides of triangle . The inductance at point  (the point
at which the iron use is minimized) is dead zone free 

. Moving from point  toward  or  along the  or 
line, a dead zone starts to appear and the minimum
inductance section decreases gradually. When  or  is
reached, the inductance dead zone becomes maximum.



Point  (just like point ) is where the machine has
maximum winding space. The winding space at point  is
zero (  if , then stator pole arc will be the same as
stator pole pitch). The latter case is not physically feasible
but keeps in mind that turning  closer to  will reduce
rotor inertia.

Figure 8.6 Stator and rotor pole selection (6/4 SRM)

Let us now pay attention to point  where ,
where . At this point, the minimum inductance
section and the dead zone disappear. Any point inside the
triangle has these characteristics depending on its position.
The  line divides the triangle into two parts:  and 

. As a result from more detailed studies on these
design and characteristics constraints, it is known that 



 is preferable in practical design. Therefore, the
design point must be set inside the triangle of .

Note that in such design, there is a point inside the
triangle  (which is symmetrical to the line ), which
corresponds to the interchange between rotor and stator
pole arc values.

Now, notice the number of rotor poles. Since the
instantaneous torque at a certain point is proportional to
the slope of the inductance, the permeance corresponding
to  must be made as small as possible in order to
increase the torque. If the air gap due to minor rotor
diameter is larger than , the inductance becomes
dependent on the interpole arc ( ).

Therefore,

Therefore, if  is made as small as possible,  value
decreases. Further study of the above shows the useful
combination of numbers for self-starting, bidirectional drive
as follows:

Three-phase motor:  = 6,  = 4
Four-phase motor:  = 8,  = 6
Five-phase motor:  = 10,  = 4

8.2.2 Selection of phase number

There are several factors that may affect the selection of
phase number, such as reported in [1]:

Self-starting capability: SRM with phases lower than
three may have a torque dead zone which will make the
motor unable to self-start.



Directional capability: The determination of whether it
can rotate both clockwise and counterclockwise or just
simply unidirectional must be made in the first stage of
design.
Reliability: Higher number of phases increases
reliability since a failure of one phase can still be
compensated by the rests.
Cost: Higher number of phases requires a
corresponding number of converters and other
electrical components such as drivers and logic power
supplies.
Power density: Higher number of phases may lead to a
higher power density.

The selection of the phase number, however, is mainly
influenced by the required starting torque (and thus the
effective value of ). There must be an adequate
“repeatability” between the change of  changes of two
phases to obtain the appropriate starting torque at any
rotor angle. The proper repeatability is greatly affected by
the fringing effect. Fringing effect causes both ends of
inductance increasing region to have a rounding part, thus
decreasing the  value (in other words, torque).
However, useful guidelines for repeatability effects can be
inferred from the following ideal  changes.

If we define the inductance repeatability ratio of two
adjacent phases with respect to the section in which the
inductance is changing as , then

If 



8.2.3 Dimensions and parameters

In this section, the general calculations for determining
machine physical dimensions are given. Motors with special
applications or requirements may not follow these rules,
but the concept will be the same.

First, the output torque  can be described as

where  is the rotor diameter in meter and  is the stack
length of the motor, also in meter.  is the output constant
that depends on the application, and its value is shown in
Table 8.1.

Table 8.1  Value per type of motor

Type of motor

Small, total-enclosed 2–5.5

Integral-hp industrial 5.5–20

High-performance servo 10–40

Aerospace 20–60

Large liquid-cooled 80–200

As explained above, torque is one of the most basic
requirements in design specifications. Meanwhile, the stack
length is usually predetermined before starting the design.
By knowing torque, , and ,  can be found. The
standard for the ratio of , where  is the stator outer
diameter (possibly given), is shown in Table 8.2.

Table 8.2 Design standard based on pole numbers



SRM winding is the concentrated type and it has the
“end-winding” part due to bending of the coils. The length
of end windings is symbolized as , and the total length of
the motor is expressed as . The relationship is shown
below.

If  is set to be , then

in which  can be calculated as

where  is rotor outer radius and  is the length of air gap
between rotor and stator poles at aligned position.

Next is the determination of rotor slot depth, , which is

where  is the radius from the center to the outer surface
of rotor yoke. It should be at least 20–30 times the length of
the air gap to achieve low unaligned inductance, usually set
as



Another parameter is the rotor yoke thickness, . The
thickness of the rotor yoke should be sufficient to channel
maximum rotor flux without saturation. For two-pole
machine, the main flux is divided into two parts, so at least

 has to be . In practical design, 20%–40% is
recommended.

Meanwhile, stator yoke thickness,  can also be designed
similar to , where its value should be at least larger than 

 but in reality,  is chosen as minimum point. Thicker
stator yoke is necessary to reduce the radial force that
happens during excitation between stator pole pairs of the
corresponding phase and to strengthen the structure to
avoid deformation, which will lead to reduced acoustic
noise. However, this action may increase the overall weight
and reduce slot winding area, so a proper trade-off is
important.

Shaft diameter  plays an important role in delivering
the output mechanical torque to the load. Based on other
parameters calculated above,

Shaft diameter  plays an important role in delivering the
output mechanical torque to the load.

Stator slot depth, , minimizes copper loss and
maximizes winding area and is described as



For clearer understanding of these parameters, Figure 8.7
shows all the machine geometry with its variables.

Figure 8.7 Design parameters of SRM

8.3 Control of switched reluctance

motor

8.3.1 Power converter

In order to control the current of the stator windings of
SRM, many drive circuits are proposed. Cost reduction and
performance are usually important in deciding which
circuit to use. These two factors, however, are largely
conflicting with each other in terms of converter selection.

In other words, converters having one switching element
per phase are mainly used for the purpose of minimizing
the number of components and mainly used in low-
performance systems. Meanwhile, converters with
equivalent two-switching components are more commonly
used in spite of cost increase because they have better
control performance than other converters.

SRM converter topology has some basic requirements,
such as



Each phase should be able to conduct independently of
other phases. It means that one phase has at least one
switch for motor operation.
The converter should be able to demagnetize current
before it steps into decreasing inductance section. If
the machine is operating as a motor, it should be able
to excite the phase before increasing inductance
section.

In order to improve the performance, such as higher
efficiency, faster excitation time, fast demagnetization, high
power, fault tolerance, the converter must satisfy some
additional requirements. Some of these requirements are
listed below:

The converter should be able to allow phase-overlap
control.
The converter should be able to utilize the
demagnetization energy from the outgoing phase in a
useful way by either feeding it back to the source (DC-
link capacitor) or using it in the incoming phase.
In order to make the commutation period small, the
converter should generate a sufficiently high negative
voltage for the outgoing phase to reduce
demagnetization time.
The converter should be able freewheel during the
chopping period to reduce the switching frequency. So
the switching loss and hysteresis loss may be reduced.
The converter should be able to support high positive
excitation voltage for building up a higher phase
current, which may improve the output power of motor.
The converter should have resonant circuit to apply
zero-voltage or zero-current switching for reducing
switching loss.

SRM converters are known to be able to have only one
component per phase because the torque is independent of



current direction. However, there are some problems due
to the inductive circuit characteristics of the SRM when
using only one switch in the circuit. When the switch is
turned off to control the winding current, the circuit must
be configured to maintain operation continuity until the
current is completely dissipated. Furthermore, it also has to
protect the system in the event of a short circuit.

Figure 8.8 shows an asymmetric bridge converter with
two switches and diodes per phase. It has three operating
modes:

Mode 1: Both switches are turned on to apply the DC
power supply voltage (VDC) to the windings to allow the
current to flow.
Mode 2: Depending on the control method when the
winding is excited, one or both of the switches may be
turned off to allow current to circulate through one
diode, switch and winding, or both switches are turned
off so that the current is reduced in the way that energy
is returned to the power supply through both diodes.
Mode 3: Both switches are turned off at the same time
for commutation. The current must reach zero or very
small before the phase inductance has a negative slope.
Otherwise, a negative torque can be generated, which
reduces the average torque of the motor and the
energy conversion efficiency.

This converter has the best variety of control among the
converters for driving SRM. Since the current control of
each phase is independent, it is possible to overlap two
phases. It is suitable for high voltage and large capacity,
also the rated voltage of the switch is relatively low. The
disadvantage is that there are two switches per phase,
which leads to the increased number of control and driver
circuits, and the drive of the upper level switch must be
insulated.



Figure 8.8 Asymmetric bridge converter for three-phase

SRM

8.3.2 Switching angle control

Figure 8.9 shows the waveform of the excitation current
due to the inductance profile and the on switching
according to the rotor position. Here,  is the maximum
overlap angle of the stator and rotor poles, which is a small
portion of the respective pole arcs. Since  is the starting
point of inductance decreasing period, the current should
be completely eliminated before  in order to prevent
negative torque from being generated, and  is a large
portion of the pole arcs of stator and rotor.

Figure 8.9 Inductance profile and phase current



As the load changes, the switching angle must be
adjusted accordingly to ensure current can produce the
appropriate torque.

The control characteristics of the SRM vary according to
the voltage waveform, switching signal, and current
waveform applied to the phase line. This depends on the
phase current waveform for the respective operating speed
of the motor. Generally, flat-top shape is suitable for the
excited phase current, in consideration of high operating
efficiency operation and energy conversion efficiency of the
motor. Also, the design of the inverter and the magnetic
circuit is based on this. This current value can be obtained
by adjusting the switching angle appropriately or by phase
current chopping for current limitation. Therefore, the
phase current of the motor is generally described based on
this flat-top case.

When the motor is operating at a variable speed, two
control methods can be used. One is the method of
controlling the excitation angle and its interval according to
the speed and torque, and the other is the method of
limiting the current by chopping in order to control the
speed.



Figure 8.10 Typical phase current waveforms according to

rotation speed: (a) and (b) low speed, (c) and (d)

high speed

When the motor is operating at high speed or heavy
load, it is necessary to control the excitation angle (  or 
) to ensure a sufficient current rise time and to control the
conduction time (  or ) depending on the load. In the
case of high-speed operation, it has a single pulse current
type without current chopping. These phenomena can be
illustrated as in Figure 8.10. Figure 8.10(a) and (b) show
the before and after of current chopping for low to medium
speed operation, in which the current has enough time to
build up until the a set reference value. On the other side,
the current built up time is usually not enough in high
speed operation to produce the required torque. Therefore,
instead of limiting the current, ideally the current
waveform should be as shown in Figure 8.10(c), which can
be achieved with single-pulse control. However, in reality,
the current waveform tends to shape like that shown in
Figure 8.10(d) with no flat-top area. Single pulse control



can be achieved by turning on both switches T1 and T2 in
Figure 8.11.

Figure 8.11 Switches for each phase

When both switches are turned on at the same time, the
stored energy in the motor is dissipated through the diodes
D1 and D2. At this time, the current flowing in the winding
maintains its direction, but the voltage is reversely applied
through the diode, so energy decreases rapidly.

Particularly, it should be noted that since the current
decay time is long and a considerable amount of current
remaining may cause negative torque to be generated,
which will affect the efficiency of the drive system. Energy
stored in the windings of the motor is returned to the
power supply side through the diodes D1 and D2, or partly
flows to the next phase.

8.3.2.1 Fixed angle control

A current source excitation method having excellent
magnetomotive force characteristics is suitable for SRM
magnetization. The current source excitation method is an
ideal excitation method in which the generated torque is
flat and no negative torque is generated. Moreover, the
excitation period can be used as much as possible within a
range in which the current does not overlap, so that the



mechanical output can be effectively generated. Therefore,
if the phase excitation angle is properly calculated and the
appropriate source is excited, the torque and speed can be
adjusted. However, in order to obtain a torque
characteristic similar to that of the current source, a flat
current must flow in a region where the inductance
increases. Therefore, voltage and switching angle
adjustment of the variable voltage source matching the
required speed and load torque must be set.

In order to adjust the excitation voltage and select a
fixed switching angle, the voltage must be applied where
the inductance increases. This can be done by switching on
at the  position in order to let the current required for
the torque generation flows. The phase current increases at

 and becomes constant when the rotor reaches the 
position. If the electromotive force (EMF) of the motor is
equal to the excitation voltage at this time, the current may
flow smoothly. The excitation voltage is then removed at
the  position, and a negative voltage is applied to speed
up the current reduction. The  angle is set so that no
negative torque is generated during the current-reduction
period. At this time, the excitation voltage should be
appropriately adjusted according to the required speed and
torque of the motor load. Refer to [2] for detailed control
methods.

8.3.2.2 Advanced angle control

In the torque generation period, advanced angle control
can adjust the leading switching angle variably to establish
the flat-top current according to the variable load. In other
words, by setting the  to be proportional to the increase
of load current as load torque increases, flat-top current
can be produced at all times even though the load changes.
In the practical application, controlling the advanced angle
can be done by measuring load current and using a simple



feedback circuit. The relation between torque and current
of a phase is shown in Figure 8.12.

Figure 8.12 Switching angle control method

8.3.2.3 Switch-off angle control

It is necessary to control the advance angle which makes
the flat-top current according to the variable load and to
control the switch-off angle, , appropriately for
efficiency improvement. The control of switch off angle can
be performed by two ways. First method is by controlling
the torque angle,  (=  to ), which is the angular
magnitude between the effective torque generation period 

 to . Second method is by controlling the dwell angle,
 (= ∼ ).



1. Constant torque angle control method

The torque angle, , is the effective interval in which
the torque is generated. Regulating the torque angle 
constantly, regardless of the increase or decrease of
the load, is equal to making the effective torque
interval constant. In a linear condition without
magnetic saturation, it is desirable to maximize the 
to the extent that the reducing current does not affect
the negative torque, and the maximum output can be
maximized while reducing the torque ripple.
Figure 2.9 shows the current waveform according to
the load due to  constant control. The appropriate
advance angle according to the load for making the flat-
top current is set and maintained at a constant current,
and the switch off is performed while maintaining the
full torque angle, , irrespective of the load.
As shown in Figure 8.13, as the load current increases,
the saturation point advances and the current rises at
the saturation point before switching off. The increased
current due to saturation induces an increase of iron
loss, and the time taken to extinguish the current
becomes longer, which is a factor that lowers
efficiency.



Figure 8.13 Current shape during constant torque

angle control

Since the SRM generates torque by the rate of change
of inductance, there is a region where the inductance
reduces and negative torque is generated. If the load
current is so large that the excitation time becomes
longer, current may flow in the negative torque region.
This induces unstable driving resulting in greater noise
generation and lower efficiency. Therefore, in order to
suppress the occurrence of negative torque, the
maximum load current must be limited, thus limiting
maximum output by current limitation.

2. Constant dwell angle control method

The saturation becomes severe as the overlapping
portion of the stator and the rotor increases. It is
preferable that switching off occurs just before the
saturation point since the increasing current may lead
to lower efficiency.
As the load current increases, the saturation point
moves forward, so  is adjusted to a large value
depending on the load to create a flat-top current
phenomenon. Also, at the same time, adjusting the 
to a small value in order to suppress the current rise in
the saturation region has an effect of further improving
the efficiency.
The constant control of the dwell angle  is a method
of constantly controlling the sum of  by making the
increase of  and the decrease of  constant
according to the load current as shown in Figure 8.14.



Figure 8.14 Current shape during constant dwell angle

control

The general switching method of SRM is to switch off
after a given conduction angle according to the rotor
position. If the dwell angle  is kept constant, the
advance angle can be adjusted according to the current
when controlling the switching angle, which is
advantageous in which the switching control program
becomes simpler than the  constant control method
in which the  is adjusted variably.

If the dwell angle  is controlled, the switch-off angle 
 is advanced in accordance with the increase of the load

current, so that the decreasing current does not go into the
negative torque region even if the load current increases.
Therefore, there is no limitation of the maximum current
due to saturation, so the maximum output is larger and
stable operation is possible.

8.3.3 Current control

8.3.3.1 Single pulse control



The magnetic flux of the SRM is not constant but must be
established from zero at every stroke. This process is
controlled by applying the power supply voltage at the
zero-crossing angle  and removing it from the current
angle .

If each phase is powered by a circuit in Figure 8.15,
both transistors turn on at  and off at . At sufficiently
high speeds, voltage and flux linkage, current, and ideal
inductance are shown in Figure 8.16. The operation of this
type of waveforms is referred to as a single pulse operation.
The inductance is obtained based on the assumption that
there is no fringing effect, and the cores are having infinite
permeability. This inductance is only used as a convenient
way to express the waveform corresponding to the rotor
position, because it shows directly the amount of overlap
between the stator rotor poles involved. The aligned and
unaligned positions are also shown in the figure.

Figure 8.15 Phase excitation of a phase: (a) magnetization,

(b) freewheeling, and (c) demagnetization



Figure 8.16 Single-pulse waveform

The establishment of flux linkages is in accordance with
Faraday’s law. At a constant acceleration speed, it can be
calculated as follows:

where  is a preexisting flux linkage (usually 0) at .  is
the supply voltage,  is the phase resistance, and  is the
instantaneous current. The resistance and voltage drop
across the controller and power supply are ignored here.
Note that Faraday’s law describes magnetic flux linkage,
not magnetic flux.

In equation [3]



where  is the dwell angle and  is the average
voltage drop caused by the resistor during . If , the
flux linkage increases linearly.

During operation of the motor, the magnetic flux must
be reduced to zero before the poles separate. Otherwise,
the sign of the torque changes and braking torque is
generated. To do this, the terminal voltage must be
reversed at . This is usually done by operation of the
reflux diode when the transistor is turned off. The angle at
which the negative voltage recoils the magnetic flux back
to zero at each  is also governed by Faraday’s law.

This can be written as

where  is the average voltage drop due to resistance in
the magnetizing period . When , the flux linkage
decreases linearly, and rotation is constant, the travel
angle is almost equal to the dwell angle and both become 

. The total conduction angle including the entire period
of establishing and depleting the magnetic flux becomes as
follows:

The highest flux linkage  occurs at the rectification angle 
.

The entire energizing interval must be within a single
pole pitch , where  is the rotating angle between two



consecutive alignment positions.

Otherwise, a sawtooth effect will occur with 
incrementing for each stroke and continuing with nonzero
values. This condition is called continuous excitation. In
other words,

Combining (8.36)–(8.41) to obtain the maximum possible
dwell angle,

where

If the average resistance voltage drops  and , both have
approximately the same fraction  of , then (8.41) and
(8.42) become

For example, in a symmetrical 6/4 motor, if pole pitch 
 (360  electrical degrees) and , the maximum

dwell angle is 54° and the conduction angle is 108°.



In normal SRM, the inductance rising angle is just .
During an inductance period that is ideally reduced, the
flux must be zero. This is because the negative or braking
torque is generated when the current flows in the section.
To avoid this completely, the conduction angle should be
limited to  and the maximum dwell angle is

If  = 0.2 in a 6/4 motor, the maximum dwell angle is
27° (108° electrical angle) and the conduction angle is 54°.
In practice, a larger dwell angle is used. This is because,
during the rising inductance section, the gain at the torque
impulse exceeds the small braking torque impulse. This
braking impulse usually occurs in low torque/current area
(i.e., near and/or unaligned). This condition is shown in
Figure 8.16, where the current has a tail that goes beyond
the unaligned position. Torque is negative but small during
this tail.

In Figure 8.16, the magnetizing angle is in the unaligned
position, and the current increases linearly until the poles
begin to overlap. The rising inductance generates a counter
EMF (back EMF) corresponding to the rising portion of the
supply voltage, and this back EMF is equal to  when the
current waveform reaches the maximum. Subsequently, the
back EMF becomes larger than . This is because the flux
linkage is still increasing while the speed is constant. The
excess of the forward applied voltage becomes minus, and
the current begins to decrease. The applied terminal
voltage is changed at the commutating point, and the
current change ratio is abruptly increased.

At the alignment position, the back EMF is changed to
reduce the negative-applied terminal voltage instead of
increasing it. Therefore, the current reduction ratio



decreases. At this interval, there is a risk that the back
EMF increases the power supply voltage and the current
starts to increase again. In single pulse operation, the
current must be ahead of the several degree alignment
position.

Figure 8.16 shows the importance of turning on the
supply voltage before the poles begin to overlap. This
increases the current to a reasonable magnitude while the
inductance is low. If the inductance is nearly constant,
there is no back EMF force and the total supply voltage is
adequate to increase the current. The dwell angle can go
far beyond the unaligned position at high speeds until
before the decreasing inductance section.

8.3.3.2 Chopping control

Chopping is required to control current at low speeds. The
simplest operation is to turn on one transistor (  in Figure
8.15) during the interval from  and  and turn the other
switch ( ) on and off with a fixed duty cycle  at
higher frequency. Here,  is the on-time and  is the
period of the chopper frequency. This form is called soft
chopping.

When  is turned on, the voltage  is connected to the
phase line. When  is off, the winding is shorted through 
and .  is called a chopping transistor, and  is a
chopping diode.  is a rectifying transistor and  is a
rectifying diode. This is because they only change states at
the rectification angles of  and .

The waveform during soft chopping is shown in Figure
8.17. The average voltage applied to the phase line during
the dwell angle is . When the variable  is again used to
indicate the average effect of the resistance voltage drop,
the flux linkage rise in the dwell period can be set as the
fall in the flux linkage during the magnetizing period,



By rearranging this, the total conduction angle becomes

To prevent continuous energization,  should be
restricted to

Figure 8.17 Voltage PWM—soft chopping

For example, in a 6/4 motor,  = 0.2 and  = 0.5, the
maximum dwell is 72°.  should be limited as follows by
completely blocking the braking torque.



In other words, the absolute maximum, i.e., the 36°
dwell in the example, can increase to the maximum value
given in (8.47) as the duty cycle decreases.

The same analysis can be performed for the hard
chopping shown in Figure 8.18, where both transistors are
switched together at a higher frequency. If the switching
frequency is kept the same, hard chopping greatly
increases current ripple (typically five to ten times).
Therefore, it is not preferable as a control method for the
operation of the electric motor. However, in a generator or
braking operation, it may only be necessary in a possible
way to control the current. Some controllers (especially
Oultron type controllers) cannot perform soft chopping and
always operate with hard chopping. Soft chopping has less
noise and less electromagnetic interference. It also reduces
the DC ripple current in the power supply and actually
reduces the need for a filter capacitor.



Figure 8.18 Voltage PWM—hard chopping

In soft and hard chopping, the flux linkage increases as
shown in the left hand side of (8.46). Before the overlap
starts, the average slope of the current waveform is also
almost constant because a linearly increasing flux is
applied to a constant inductance. The inductance then
increases somewhat linearly, while the flux linkage
continues to increase linearly. The current waveform in the
voltage pulse width modulation (PWM) does not generate a
large current at the pole corner. Also, it works quieter. At
the beginning of overlap, not only it can lower current but
also can reduce the mechanical impact.

The waveforms in Figures 8.17 and 8.18 show the
current angles at the aligned and unaligned positions. This
shows that at low speeds, that is, when the chopping is the
preferred control method, the entire absolute torque range
can be used. From (8.46), the ratio of the rising and falling
slope of the flux is nearly equal to , and the flux reduction
is small at low duty cycles and delays the current. The pole



arc is not expressed in the equation, but it has a great
effect on limiting the firing angle and implementing optimal
control.

8.3.3.3 Hysteresis control

Figure 8.19 shows a waveform obtained with a hysteretic
current regulator whose power transistor is turned on or
off as the current is greater or less than the reference
current. The instantaneous current is measured using a
current transducer with a wide bandwidth and returned to
the coupling point. The error is used directly to control the
state-of-the-power transistor.

Figure 8.19 Current control—soft chopping

Both soft and hard chopping are possible, but only soft
chopping waveform is shown in Figure 8.19. The waveform
for hard chopping is similar. As in the case of voltage PWM,
soft chopping reduces current ripple and reduces the



device required for the filter but is necessary for braking or
generator mode operation.

A simple hysteretic controller keeps the current
waveform at the hysteresis band between the upper and
lower limits. Because the supply voltage is fixed, the
switching frequency decreases as the rising inductance of
the phase winding turns on. (The rising inductance
increases with total inductance.) This can be seen in Figure
8.19.

In Figure 8.19, the waveform in the flux linkage shows a
constant flux linkage section when a constant current is
being applied to a constant inductance, that is, before the
start of pole overlap. Then the inductance increases while
the average current is constant and the flux linkage
increases with inductance.

The benefits of SRM control methods using current and
angle control is provided in Table 8.3.

Table 8.3 SRM control methods

Current control (low

speed)

Angle control (high

speed)

Concept
Back EMF < supply

voltage

Back EMF > supply

voltage

Inductance

increase

rate is slow

Inductance increase rate

is fast

Current

increase

rate is

large

Current increase rate is

low

Explanation
Chopping→loss due to

switching action

Excitation angle is

moved forward to

allow more current



Current control (low

speed)

Angle control (high

speed)

Conduction angle

decrease→higher torque

ripple and acoustic noise

Conduction angle

decrease→higher

torque ripple, reduced

average torque

In high performance

machine (low torque

ripple), current overlap

method is preferred

Constant conduction

angle→reduced torque

ripple and lower

acoustic noise

8.3.4 Direct torque control

It is well known that direct torque control (DTC) is an
advanced control technology for induction motor developed
after vector control. The phases of SRM are excited
independently, and the phase current is highly nonlinear
instead of sinusoidal waveform; therefore, the theory of
conventional DTC for induction motor cannot be directly
applied to SRM.

Along with the more detailed research of SRM, some
researchers bring the concept of DTC for ac motors into
controlling SRM recently [4]. The structure of DTC for SRM
is different from that of torque sharing function (TSF) and
direct instantaneous torque control (DITC), it resembles
that of DTC for AC motors, which incorporates hysteresis
controllers for torque and stator flux linkage, respectively.

Amplitude of stator flux vector is controlled to be
constant. Torque is controlled by accelerating or
decelerating the stator flux. Block diagram of DTC is shown
in Figure 8.20.



Figure 8.20 Block diagram of conventional DTC

For a three-phase SRM with asymmetric half-bridge
converter, sectors are defined in the following figure,
where six voltage vectors are selected optimally (Figure
8.21).



Figure 8.21 Voltage vector selection for a three-phase SRM

The selection of voltage vectors complies with the
following table:

The advantages and disadvantages of DTC for SRM is
described below:

Advantages:
– Compared with conventional control strategies

such as current chopping control (CCC), high-
precision torque feedback control is part of DTC
which enables the possibilities of developing
high-performance speed controller and position
controller.

– Compared with other instantaneous torque
control strategies, such as current-control-based



TSF method and current profiling method, where
torque-current transformation is required, the
torque is directly controlled in DTC. The control
strategy possesses the simplicity in
implementation by using hysteresis controllers,
no predetermined current waveforms required.

– Commutation strategy is also not needed in DTC
and the same principle can be applied in any
rotor position.

Disadvantages
– Unlike induction motor, in order to maintain a

constant torque, it is not required to keep a
constant amplitude of flux vector for SRM, since
at any rotor position, exciting one or at most two
phases is enough to reach the required torque,
and the excitation of additional phase will only
generate negative phase torque and reduce the
total output torque [5].

– High-phase current is required to generate
constant flux which increases the copper losses
and reduces the efficiency. Compared with other
control strategies, it requires longer phase
conduction. Besides the absence of current
controller in conventional DTC, maximum
current which exceeds the system tolerance will
occur unexpectedly.

8.4 Modeling of switched reluctance

motor

8.4.1 Equivalent circuit

Next, we examine the energy flow from the circuit
equations. The equivalent circuit for SRM can be consisting
of resistance and inductance with some condition. For the



sake of simplicity, the effects of magnetic saturation,
fringing flux around the pole corners, leakage flux, and the
mutual coupling of phases are usually not considered.

When exciting the magnetic circuit of the SRM, the
equivalent circuit for one phase is shown in Figure 8.22.
When the applied voltage is , the phase current is , the
winding resistance is , and the magnetic flux professor is 
, the voltage equation is shown in (8.4). Also, when the
motor rotates at a constant speed , the counter EMF 
is as follows:

where . The first term on the right side of (8.50),
which is , is the reactive voltage due to the current
change, and the second term on the right side, which is 

, is the speed EMF due to the inductance change.
Here, the energy flow is given by the following equation:

When SRM operates as an electric motor, the input energy
supplied from the power source is composed of magnetic
energy  and mechanical output , with the
exception for the resistance loss, . Therefore, when the
switch is closed during the period of increasing inductance,
some of the input energy supplied from the power supply
side is converted to mechanical output and the rest
accumulates in the magnetic circuit. Also, when the switch
is opened in this section, some of the accumulated
magnetic energy is converted into mechanical energy and
the rest is returned to the power source side.



Figure 8.22 Per-phase equivalent circuit

If the current flows in the section where the inductance
remains constant at the maximum value, there is no
mechanical output and the input energy is accumulated as
magnetic energy. When current flows in the section where
the inductance decreases, negative torque generates
energy from the mechanical power source to the power
source side. This is the regenerative operation of SRM.

8.4.2 Current waveform representation

Since the power source is a voltage source (although it is
switched from positive, negative, or zero value), the current
is determined by the effective resistance, the counter EMF,
and the inductance of the phase winding. All these values
change as the rotor rotates. Back EMF and inductance also
change with current due to magnetic saturation.

The waveform in the flux linkage should be the integral
of ( ). By knowing the flux linkage, the current can be
determined from the magnetization curve (Figure 8.23). It
is calculated as follows.



When  and  are known, the nonlinear algebraic solution
of (8.52) can be used to find the current in these curves.
The sequence of dependence is voltage→flux→current.
Torque and loss can be calculated after finding the current
and the flux linkage waveform. (In order to calculate the
iron loss in detail, the magnetic flux density waveform shall
be obtained from the flux waveform of all parts of the
machine.)

Figure 8.23 Magnetizing curve and flux-linkage curve

At low speeds, the motor does not have enough
impedance or back-EMF to limit the current. There are two
main measures for this: closed-loop current regulation and
voltage PWM, which are described in the previous section
and both have soft and hard chopping.

Depending on the state of the power transistor, the
power supply voltage applied to the phase line may also be
varied. A truth table defining the applied voltage as a
function of the switch state is given in Table 8.4.



Table 8.4 Truth table of the applied voltage

In the A state (conduction in both transistors), the
voltage equation is as follows:

where  is the fixed voltage drop across each transistor, 
is the resistance of each transistor,  is the phase
resistance,  is the phase current, and  is the phase flux
linkage. Most power devices can be modeled by parameters

 and  (mainly IGBTs, MOSFETs, and bipolar transistors).
If, as usual, the resistance and  are small, this equation is
simplified as follows:

This is a derivative of (8.35). If  is constant, the flux
linkage  increases linearly with the rotor position  as
shown in Figure 8.16. This condition is maintained for < 
< .

In  both transistors are off and the voltage equation is



where  is the forward voltage drop across each energizing
diode. Again, if  and phase resistance are small, this
equation is simplified as follows:

This is the differential form of (8.37), and after the
commutation (  > ), the flux decreases linearly.

After integrating the voltage equation, the current
waveform should be determined from the flux versus
position waveform. Probably the fastest way to do this is
the precise analysis method published by Ray and Davis in
[6]. In this method, the magnetization curve is represented
by the ideal inductance of the trapezoidal linear shape
shown in Figure 8.2, while saturation and fringing are
ignored. Therefore, the magnetization curve has the
general form of Figure 8.24(a). This greatly simplifies the
magnetization curve (ignoring both the large saturation at
the yoke and the local saturation at the overlapping pole
corner), but it shows the important shape of most current
waveforms, especially in the development of the controller
structure. Also, it makes physical analysis easy.



Figure 8.24 Magnetization curve: (a) non-saturated motor

and (b) ideal saturated motor

For accurate result, the magnetization curves must be
modeled to include significant physical analysis of major
saturation at the yoke and of local saturation near the
overlapping poles. In practice, the most preferred form of
the magnetization curve is closer to Figure 8.24(b) than
8.24(a). A far more significant effect is the fringing field
near the overlapping pole corner. Moreover, this makes the
approach based on marking the magnetization curve as it
delineated. The basic way to do this is given in [7].

Figure 8.16 shows a typical single pulse current
waveform. In this example,  matches the unaligned
position where the phase inductance is small and only
changes slowly. As a result, the current increases at a
constant rate of approximately . If the inductance is
equal to the unaligned inductance  in the waveform of
this part and the resistance is neglected, the increase ratio
for the rotor is approximately

When the rotor and stator begin to overlap, the phase
inductance begins to increase sharply. Because ,

where  is the nonincreasing inductance (the slope of the
magnetization curve at  location). Also,  is the back EMF.
In SRM,  depends on the phase current and is 0 when the
phase current is zero. This is in contrast to permanent
magnet (PM) brushless motors in particular, in which  is



independent of the phase current. If the magnetization
curve has the ideal shape in Figure 8.24(b) and is uniformly
spaced over ,  will be constant throughout the torque
region between alignment and misalignment. In practice
this is not possible, but it can be substantially constant for
the effective angular region (usable torque range) if the
phase current is constant.

A more detailed insight into the back EMF can be
obtained from a non-saturated motor with . This
shows that the EMF is proportional to the phase current
according to the rotor position if the phase inductance is
trapezoid, as in the ideal condition. If the phase current is
constant and the back EMF is constant and  is equal to the
rated current, then the speed at  is called the base
speed [8].

8.4.3 Torque waveform representation

In practice, not all  terms in a motor are changed
mechanically, since some are stored in magnetic fields. The
worst case is the case of a non-saturated motor. In this
case, the air gap power is as follows (ignoring the
resistance):

And the ratio of energy stored in the magnetic field is



The addition of (8.59) and (8.60) is . Less than half of
the air gap voltage is being converted to mechanical power.
Although only the instantaneous torque and power are
described, the maximum energy ratio of the average non-
saturated motor to the area of the energy-conversion
diagram is

when , it becomes 0.47. The maximum energy ratio for
the ideal saturated motor in Figure 8.25 is almost 1, but the
energy ratio of a well-designed motor is usually around 0.6–
0.7.

Figure 8.25 Modeling of magnetization curve

The magnetic saturation, which produces the ideal
magnetization curve of Figure 8.25, is local magnetic
saturation at the overlapping pole corners. This is a
required characteristic because it maintains a fixed
magnetic flux density at the nested pole corner. This is



such that when the rotor pole passes by the stator pole, the
flux rotor increases linearly with rotor position, as is in a
PM brushless motor. Large magnetic saturation of the
magnetic circuit portion away from the air gap is not
always desirable. This is because it does not contribute to
keeping the magnetic flux density constant in the
overlapping region but absorbs the magnetostatic force
only.

Local saturation is beneficial, but it is also necessary
that the magnetic flux density it takes up is high and it has
the smallest possible  current. This implies that a high
permeability and saturation flux density  are required in
the iron core. In normal electrical iron cores,  is about
1.7 T.

Harris proposed that the maximum torque generated at
the start of overlap when such magnetic flux density values
are present is

where  is the number of turns per pole (two stator poles
per phase),  is the inner radius of the stator, and  is the
stack length.

The Harris formula is a simple way to calculate the peak
torque available for a given SRM. In a previously published
paper, Harris and Sykulski [9] showed that linear changes
in force (torque generation) between overlapping poles are
valid over a wide range of magnetomotive force. The torque
waveform can be computed in (8.9), which is done using
the cubic interpolation of the precomputed set of coenergy
curves with continuous differentiation at constant current
or by the method described in [10].

8.4.4 SRM control system



A block diagram of the SRM with closed loop speed control
system is shown in Figure 8.26. The structure of the
controller is similar to AC or DC drive. The SRM is shown
as a block with an input current and an output torque.
Here, the current is a phase current, which can be
controlled within a certain range because the current is not
a pure DC or AC component and the current varies with
speed and load. It is necessary to control the shape of the
current to minimize the torque ripple. The velocity error is
the difference between the reference velocity and the fed-
back current, and it is obtained from the speed transducer
connected to the load or motor. In Figure 8.26, the velocity
error amplifier produces the pulse-train of the duty cycle by
chopping the power transistor at a fixed frequency. This
pulse regulation is used to control voltage, instead of
current. However, the input to the current limiter is used to
turn off the transistor when the current exceeds a certain
value.

Figure 8.26 Closed-loop speed control system

The SRM is capable of four quadrant operation
(forward/reverse direction, positive/reverse torque). In the
case of servo control, it is possible to perform a smooth
reverse rotation with lower torque ripple, faster dynamic
response, higher safety, and operating speed. In the control



without the servo device, continuous control of the firing
angle is required to optimize the characteristics of the
drive with small change in speed.

DC commutator and brushless DC motors have
advantages in control because the torque is proportional to
the current. AC induction motors and PM synchronous
motors with field-oriented control require the
characteristics of DC motors. In theory, this is possible
because the DC motor equations can be converted to the
AC motor equations by reference frame transformations
(dq-axis transformation).

Conventional SRM does not have dq-axis transformation
applied and the rule of vector control is not used.
Therefore, when four quadrant operation and servo
operation are required, control can be performed by real-
time control of high-speed operation directly according to
phase current and voltage. The relationship between
torque, current, speed, and firing angle are nonlinear and it
varies depending on a function of speed and load.

The design of a typical SRM controller is shown in
Figure 8.27. The current waveform is controlled to reduce
torque ripple, and nonlinear characteristics were
compensated to obtain constant torque/current. The
controller in Figure 8.26 uses a single-chip microcontroller.



Figure 8.27 Four quadrant control

In the figure, the output of the SRM and the block of
power electronic circuit are torque, the input is the point
angle and the angle  and . It is assumed here that a
current regulator capable of current control is included.
This diagram contains the integration circuit of the torque
and velocity equations from which the speed and rotor
position can be known. The rotor position is sensed by the
encoder (or resolver), and the velocity is obtained by a
digital algorithm.

The speed of the calculated digital value is compared
with the command speed and the error (proportional,
integral gain) is input to current regulator that produces a
command current signal ( ).

If the current speed exceeds the reference speed, four
quadrant operation is performed so that the motor can
generate the braking torque in the servo drive. However, in
general variable speed control, it is not necessary because
it is sufficiently reduced by the load torque.

The current to make the braking torque should be kept
at a finite value even if the excitation angle is delayed. The



braking torque is a nonlinear function of current and
excitation angle, just like the electric torque.

The braking torque is created by the instantaneous
change of excitation angle. As shown in Figure 8.28, the
excitation angle ( , ) can be known at the initial speed. As
the speed increases, the excitation angle advances until the
reference speed is reached. At this speed, the excitation
angle is the maximum value of the advance angle (  and 

). The excitation angle is earlier than the extinction angle
(where reduction happens). If the current speed exceeds
the reference speed (command speed), the excitation angle
is delayed until the preset  and  angles to generate
braking torque. The braking torque is controlled by the
current controller, which is based on the speed error. At
this time, the speed is low enough to control the current.
Because this control is not possible for braking at high
speed, it is possible to adjust the braking angle by the
speed error.

Figure 8.28 Change of excitation angle according to speed

In motoring mode, it is controlled at high speed by
current control, but it is sensitive or unstable. Excitation
angle control should be used to control the torque. The
mapping of the excitation angle is determined by the



velocity or velocity error, but this is a nonlinear and
complex procedure. Because the nonlinearity dynamometer
test is difficult, it is possible to find the optimum angle of
excitation by repeatedly searching for the error. This
procedure is performed by mathematical simulation.

SRM is mainly controlled by adjusting the advance angle
and the applied voltage. Among them, the control of the
current degree is performed by a constant conduction
angle control method, a variable conduction angle control
method, a constant torque angle control method according
to a predetermined algorithm according to the speed–
torque characteristic of the load. In this method, the
magnitude and waveform of the mmf current change
corresponding to the change of load.

Because SRM has a nonlinear characteristic and its
current waveform changes a lot, it is difficult for the
controller to adapt to the load change. Therefore, the speed
fluctuation appears and induces torque pulsation, which
makes stable operation impossible. This unstable operation
has a disadvantage which makes the operation control
method become complicated because a supplemental
control method needs to be adopted, such as applied
voltage control. In other words, this type of operation lacks
the flexibility to cope with fluctuations in load torque in a
robust manner.

8.4.5 Example designs of control scheme

It has been explained in the previous sections that
generally there are two types of control that one can use in
driving SRM: switching angle control and current control,
the control schemes of which are going to be discussed
here.

Switching angle control scheme designed for high-speed
SRM is shown in Figure 8.29. There are two controllers
involved: current and speed controller. Speed controller



block is just a simple proportional integral (PI) control that
gives output of current reference based on the speed error.
The current output from speed controller is limited below
allowable value. Sensor will give the actual current value to
give the error to the current controller. Then the current
can be controlled to get the flat-top shape by once again
implementing PI control, for simplicity. PI method can be
changed to any other method by one’s choice. Output of
current controller is command voltage for PWM generator.

Figure 8.29 Switching angle control scheme

As the name suggests, there is a separate block to
determine the switching angle based on the rotation speed
and rotor position. The turn on angle calculation is
proposed by Bose et al. as presented in [11], while the turn
of angle is computed based on turnoff angle theory
proposed by Gribble et al. as follows:



where  and  are reciprocals of the aligned (  and
unaligned  inductance,  is speed in rpm,  is DC link
voltage,  is constant usually between 0.6 and 0.7,  is the
phase current, and  is rotor position.

On/off angle calculator block in Figure 8.29 used actual
encoder index pulses and estimated speed to determine
turn-on and turn-off angle. However, in the modeling
method, these index pulses can be mathematically
calculated by understanding the concept given in Figure
8.30 [12]. To obtain high performance, the point at which
current reaches to desired current value should match with
rising point of inductance.

Figure 8.30 Turn-on and turn-off determination

In practical application, the encoder is connected to
rotor shaft mechanically. So, angle  from falling edge of
index pulse to rising point of inductance is already given.
The time to shift from falling edge of index pulse to rising
point of inductance is



When rotor is located at unaligned position and the stator
winding resistance is negligible, the time to build up
current from 0 to desired current value is

From Figure 8.30, time delay from falling edge of index
pulse to turn-on position is determined from (8.67) and
(8.68).

Dwell angle should be kept constant to produce continuous
torque without producing negative torque region.
Therefore, after every time delay  from falling edge of
index pulse, phase commutation should occur.

Unlike high-speed operation where excitation angle
needs to be changed, low speed operation is simpler and
current control alone is sufficient to operate the motor. The
most apparent difference between those two is the
existence of switching angle controller block in the
diagram. Figure 8.31 shows the current control scheme for
low-speed SRM.



Figure 8.31 Current control scheme

The majority of the controller parts is the same,
implementing the well-known PI controller that receives
speed error as input and gives output as current reference
which is then limited below certain value. Then current
error value will be calculated and the current regulation
happens at the current controller block to get the flat-top
shape current, which will give high-performance output.

8.5 Emerging applications

SRM is simple in its construction. Windings are found only
on the stator and the rotor merely comprises ferromagnetic
core laminations. Researcher used this structure as an
advantage to implement the motor usually as high-speed
drive, due to its relatively low rotor inertia. Moreover, it is
also considered to be of low cost compared to other electric
machines. However, it has some major drawbacks in terms
of high acoustic noise and vibration because of its
operating nature. Because of this, SRM is mainly used in
appliances that are already considered noisy. In this
section, some applications of the motor will be described. It
can be seen that through various design methods, SRM can



have a wide range of utilization which is why it is gaining
more interest and rapid development.

8.5.1 Home appliances

8.5.1.1 Vacuum cleaner

A British inventor, Sir James Dyson, revealed what was
claimed as the fastest motor in the world which is a small
SRM. The announcement was made in 2009 and it was
considered a breakthrough at that time. The motor only
measures 55.8 mm in diameter and weights around 139 g.
This developed motor was dubbed DDM (Dyson digital
motor) 2 and was originally meant to be used in DC31
handheld vacuum cleaner with the capability to run at the
speed of 104,000  rpm [13,14]. DDM2 was a single-phase,
two-pole SRM, as can be seen in Figure 8.32.

Figure 8.32 Structure of Dyson digital motor

8.5.1.2 Food blender

Commercial appliances always require trade-offs between
performance and cost. Among a variation of motor types,
there is one type that is quite popular for commercial
applications: universal motors. As the name suggests,
universal motors work with either AC or DC power supply,



and it has a simple structure. Moreover, no electric power
drive is required, so the weight and cost can be reduced,
which is an important factor in industry and business.
However, universal motors suffer from problems as listed
below:

Short lifespan due to the wear of carbon brushes and
commutator (maintenance is needed).
High sensitivity to moisture and dust especially if it is
electrically conductive. Applications in extreme
environment may require an extra cost for protection.
“Limited” power to weight ratio. The speed range is
limited due to the commutator and rotor windings. The
motor can run above the rated speed, but at the
expense of significantly reduced commutator lifespan.
Moderate dynamic characteristics, mainly due to the
high rotor inertia. Although high acceleration is seldom
needed, rapid braking is a requirement for some
application. The motor is able to brake, but it needs
additional switchgear (a reversing switch for either
stator or rotor winding and eventually facilities to
initially magnetize the motor). For a controlled or well-
defined braking operation, a costly electronic control is
necessary.

These problems are basically caused by the brush and
commutator in universal motor. Therefore, replacing it with
a brushless drive may solve the problem and here is where
SRM plays its role. To compete with the low-cost universal
motors, an effective way is to use unipolar drives instead of
bipolar drives by reducing the number of switches in
converter. Single-phase SRMs suit the unipolar excitations
by nature and have been involved in many studies as an
effective low-cost drive system [15,16].

The proposed hybrid single-phase SRM in [17] uses
permanent magnets due to the dead-torque zone problem



which can be found in SRM with phases lower than three.
Hybrid is given to the name since it does not follow the
conventional structure of SRM that utilizes no permanent
magnets. However, the rotor still has considerably low
inertia since the magnets are located on the stator only. If
the rotor stops in this dead zone, then it is impossible to
self-start the motor because no torque can be produced in
the region. This phenomenon is illustrated in Figure 8.33.

Figure 8.33 Torque dead zone in a single-phase SRM

Other than implementing permanent magnets to “park”
the rotor, giving it initial starting position, the rotor is also
designed to create a nonuniform air gap to improve the
output torque of the motor. For the purpose of blending
both soft and hard items, more consideration into starting
torque was put into design process. The rated speed of the
motor is 18,000 rpm and the rated load is set to 0.4 N m.
The rotor comprises two sections: salient section and
nonuniform section the detail of which can be seen in
Figure 8.34.



Figure 8.34 Structure of hybrid SRM [17]

The stator is 78  mm long and 58  mm wide. The stack
length is 30  mm. The prototype of the proposed hybrid
SRM is shown in Figure 8.35.

Figure 8.35 Hybrid SRM for blender [17]

8.5.2 Industrial applications

8.5.2.1 Air blower



Another application that can benefit from having SRM as
its driving machine is an air-blower. The literature in [12]
proposed an optimized design of a two-phase 4/2 poles
SRM. Similar to single-phase type, the conventional
structure of a two-phase SRM has a torque dead zone.
However, it is not as large as single-phase, thus the
utilization of permanent magnets is not required. To be
noted, phases lower than three also lacks the ability to
rotate both clockwise and counterclockwise, so a preset
direction is necessary in the design process.

In order to solve the torque dead zone problem,
nonuniform air gap and wide rotor pole arc are
implemented. Reducing air gap is the cause of increase of
inductance, hence it results in increase of output torque
and vice versa. Based on this concept, rotor air gap was
modified. As for the pole arc, due to the commutation, if it
is too large, then negative torque region may be produced,
but if it is too narrow, then the torque dead zone may still
exist. It is important in order to produce continuous torque.

The final rotor shape after optimization is shown in
Figure 8.36. The comparison between conventional 4/2
SRM before the optimization and the proposed structure is
given in Figure 8.37. Torque of the propose rotor shape is
much better than conventional type. Even though the
maximum torque is much reduced, it still got the same
average torque. This is due to the high ripple in
conventional structure, which can be calculated as:

Moreover, the dead zone is also eliminated so that the
motor has the capability to self-start.



Figure 8.36 Optimized rotor shape of a 4/2 SRM [12]

Figure 8.37 Torque and inductance of the proposed versus

conventional rotor shape [12]

Prototype for this motor is presented in Figure 8.38. The
rated speed for the proposed motor is 30,000  rpm with
0.2 N m of rated torque. The outer diameter of the motor is
only 80 mm with the stack length of 30 mm.



Figure 8.38 Prototype 4/2 SRM [12]: (a) stator (b) rotor (c)

assembled SRM

8.5.2.2 Hammer breaker

Hilti company is reportedly to use SRM in its hammer
breaker products, such as found in Hilti TE 700-AVR, TE
1000-AVR, TE 1500-AVR, and TE 3000-AVR which is
claimed to be maintenance-free for life. The structure of the
motor is shown in Figure 8.39, with the details about it
presented in [18].

Figure 8.39 SRM structure for hammer breaker (Hilti) [19]

However, the proposed motor in [19] is complicated due
to the shape and position of permanent magnets and the
existence of “pole nose” of the rotor. Therefore, another
structure is proposed in [20] which is simpler to



manufacture and have similar but slightly higher efficiency
than that of Cyrano’s. The proposed HSRM (hybrid SRM)
adopted rotor with nonuniform air gap and is comparatively
easy to stack (Figures 8.40 and 8.41). Both motors were
designed to rotate at the rated value of 18,000  rpm with
0.4  N  m of rated torque. The comparison of efficiency
comparison between [18] and [19] is shown in Figure 8.42.

Figure 8.40 Design of proposed motor [19]

Figure 8.41 Prototype SRM [19]



Figure 8.42 Efficiency of HSRM [19] (upper line) and

cyrano-motor (lower line) [18]

8.5.3 Electric vehicle application

8.5.3.1 Traction motor

In recent years, electric vehicle (EV) is starting to gain
more interest due to the increasing problems of
environmental pollution and energy crisis. It is considered
as the future for a sustainable automobile industry. In order
to provide power as much as the internal combustion
engine (ICE) in conventional vehicle does, a high-
performance, high-efficiency electric motor is required.
However, these high-end technologies usually adopt



permanent magnets machines, which in theory have high
torque and power density compared with those that are
magnet-less. This may create a problem in the future since
the supply of permanent magnets is limited, and it adds
additional costs in manufacture process.

NEDO projects in Japan have started the development of
rare-earth-free motors that has to be competitive in size,
power density, and efficiency to the ones with magnets.
Literatures in [20,21] reported of such development by
designing a 18/12 SRM that matches the performance of
permanent magnet synchronous machine (PMSM) of the
same size. The pole selection is based on the assumption
that more pole will result in higher torque, while sacrificing
the possible maximum rotating speed. Also, with the
structure of SRM that relatively has short end-winding
length, the actual stack length of the core can be made
longer, compared to PMSM, thus increasing the output.
The outer diameter of the machine is 269 mm with 156 mm
of stack length, while the target output torque is 400 N m.
Moreover, by utilizing a super-core material of 10JNEX900
for the cores, the efficiency reaches up to 95% at
3,000 rpm. The material has extremely low iron loss, with
thickness of 0.1 mm.

The proposed SRM is targeted to be used in Toyota Prius
which is a type of hybrid EV that uses both ICE and electric
motor. The structure and prototype of the motor is shown
in Figure 8.43.



Figure 8.43 Prototype SRM for traction [21]

8.5.3.2 Electric supercharger

Automotive industry always opts for lighter and faster
vehicles along with better fuel efficiency. Turbochargers
were developed to provide more air to the ICE for
acceleration boost, propelled by the exhaust gas of the
engine itself. Although it is considered efficient due to the
use of exhaust gas, the system suffers from a delay, or
“turbo lag” when there is not enough exhaust gas,
especially at low rpms. Because of this, superchargers were
developed. Conventional superchargers are powered by the
engine by a belt, but it tends to decrease ICE efficiency and
thus, along with the development of power electronics,
electric superchargers (ESCs) were invented.

It is reported that an ESC with SRM as its electric motor
was commercially used in Audi SQ7. The motor’s maximum
speed is 70,000  rpm. The input voltage is 48  V from
battery, and it is able to produce up to 7 kW of maximum
power. This is possible thanks to the low inertia of the
rotor, with a fast response speed within 350 ms from idle to
maximum speed [22]. The cut-off drawing of the system is
shown in Figure 8.44 as seen in official Audi website.



Figure 8.44 Electric supercharger system

8.6 Summary

This chapter provides comprehensive analysis of the SRM
drive, starting with machine inductance waveform, the
required current waveform, its converter and shaft-
interfacing requirements for speed and current control.
This chapter is also supplemented with several examples of
emerging application in drives for appliances and EVs.

List of symbols

The coenergy
i Phase winding current
L Phase winding inductance



Te
Torque generated by the phase winding current

θ Rotor position angle
θst Rotor stroke angle
Nr Rotor pole number
r Winding resistance
λ Flux linkage

angular velocity
θDW Dwell angle
θAD Advance angle
θTQ Torque angle
Ns Number of stator pole
βs

βr

Stator and rotor pole arcs

Dr Rotor diameter
Lstk Stack length of the motor
Let Length of end windings
Le Total length of the motor
r1 Rotor outer radius

g
Length of air gap between rotor and stator poles at
aligned position

dr Rotor slot depth
Radius from center to outer surface of rotor yoke

yr Rotor yoke thickness
ys Stator yoke thickness
Dsh Shaft diameter

Control the excitation angle
Control the conduction time

θOFFSwitch off angle
Ψ0 Preexisting flux linkage
Vs Supply voltage



R Phase resistance
Pole pitch

V Applied voltage
λ Magnetic flux professor

Counter electromotive force
Voltage drop across each transistor
Resistance of each transistor

θ Rotor position
vd Forward voltage drop across each energizing diode
Lu Unaligned inductance
L Nonincreasing inductance
e Back EMF
Np Number of turns per pole

Inner radius of the stator
Lstk Stack length

Command current signal

Glossary of terms

Coenergy
The energy in a machine responsible for
production of torque

Dwell

angle
The duration for which the inverter is kept on
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Chapter 9 
Direct torque control of AC

machines

Rahul Kanchan
1

1Department of Electrical Systems, ABB Corporate Research Center, Sweden

Direct torque control (DTC), although introduced later than
the classical field oriented control (FOC), established itself
for primary choice in demanding applications where fast
torque requirements are necessary. The FOC is based on
decoupling control principle to mimic dc motor current
control, which involves coordinate transformations and
flux- and torque-producing currents controllers. The basic
principle of the DTC is to directly control the motor flux
vector along the predetermined trajectory at the
predetermined speed. Any deviation in the actual motor
flux from the reference trajectory is detected by set of
hysteresis controllers, which directly select appropriate
switching vector in such that the deviation is minimized.
The DTC principle simplifies the drive control structure by
eliminating the coordinate transformations and
proportional–integral (PI) current controllers. The PI
controllers are replaced by simple hysteresis comparators.
Whereas, the pulse width modulation (PWM) modulator is
replaced with simple switching tables that are simply
implemented as lookup tables, eliminating any need of



modulation dwell time calculations. With this approach,
DTC directly generates the command signals for inverter
phases. The flux vector orientation is done in stationary
reference frame, thus eliminating need for speed/position
sensors. The ultimate result of this simplification enables to
obtain faster dynamic response as compared to classical
FOC controllers.

The basic theory behind DTC was introduced by
Depenbrock in 1984 [1–3] through the patent filed in
Germany and the United States under the name Direct Self-
Control (DSC). At the same time, Takahashi and Noguchi
introduced similar technique under the name DTC
independently in Japan [4]. Although both the methods are
based on direct control of stator flux vector along the
predetermined trajectory, the flux vector trajectory is
circular in DTC and hexagonal for DSC. Due to its simple
control structure, it was adapted immediately in the
industrial product chain of one of the largest drive
manufacturers “ABB,” which created even more curiosity in
this technology [5,6]. The topic has been heavily
researched over the years and there have been many
improvements suggested to the original DTC control
structure suggesting further performance improvements,
many adaptations to other motor types, grid-side converter
control applications have been proposed. Still, the basic
concept of DTC has remained the same.

This chapter introduces the basic principles behind DTC
concept in connection with torque control of induction
motors. First, the motor torque expression has the function
of stator flux and rotor flux of the motor. This is used to
illustrate effect of applying different inverter voltage
vectors on the magnitude of motor flux and developed
torque. The central control structure of DTC is then
introduced, with detailed description of each building
block. The later part of the chapter looks at promising
improvements that have been proposed over the years to



improve the performance of the DTC control and gives
short summary of industrial adaptations of DTC technology.

9.1 Induction motor model

The induction motor model used in further analysis in this
chapter is shown in Figure 9.1.

Figure 9.1 Steady-state equivalent circuit representation of

induction motor

The stator and rotor voltage equations of the induction
motor in terms of space vectors in a stationary reference
frame is represented as

where



The torque produced is be written in terms of stator flux
and current quantities as

Stator flux equation can be rewritten as

where .
Similarly, rotor flux can also be expressed in terms of

stator flux and currents

From (9.4), the stator current can be rewritten as

The torque equation thus can be represented in terms of
stator and rotor flux, by substituting  from (9.6) is written
as below:

Converting into polar coordinates, the torque equation in
terms of flux magnitude and angle can be represented as



where  is angle between stator and rotor flux.
The dynamics between stator and rotor flux can be

represented in terms first order delay with rotor time
constant  and total leakage factor σ.

Thus, the any transient change in stator flux is propagated
to rotor flux with an equivalent transient time constant .

Neglecting stator voltage drop in the stator voltage
equation in (9.1), the transient change in stator flux is

For very short interval , this can be represented as

This can be graphically represented as shown in Figure 9.2.
Application of voltage vector  for time interval  results in
stator flux  change by . The direction of change of  is
dependent upon application of voltage vector. This is the
underlying principle of DTC. It is possible to increase or
decrease the stator flux by application of voltage vector of
appropriate amplitude and direction. The voltage vector 
shown in Figure 9.2 advances stator flux by an angle .
The incremental changes  and  are dependent upon
the direction and duration of applied voltage vector. The
incremental torque expression under this condition can be
represented as



Figure 9.2 Representation of stator and rotor flux in

stationary coordinates

9.2 Two-level inverter voltage vector

representation

The electrical schematic of two-level converter fed
induction motor drive is shown in Figure 9.3(a). Each phase
is supplied with a pair of power switches, which are
switched complementary to each other, can connect the
machine phase winding to either positive or negative dc rail
of the converter. This is described graphically as “1” or “0”
for machine phase connection to positive or negative dc
rail, respectively. Depending upon the status of connection
of inverter poles, a combined machine voltage vector is
defined as



where machine phase voltages can be derived in terms of
inverter pole states as ,  and 

Depending upon the states of inverter legs, in total eight
different machine phase voltage vectors can be derived,
their magnitude as well as orientation forms a hexagonal
voltage vector space which can be divided into six distinct
sectors, referred as “active voltage vectors” as shown in
Figure 9.3(b). Two voltage vector combinations result into
zero voltage across machine phases and thus are located at
the center.

Figure 9.3 Two-level converter fed induction motor drive:

(a) electrical schematic and (b) converter voltage

vectors



Now, referring to equation (9.11), the incremental flux
vector  can have six different orientations depending
upon which inverter voltage vector has been applied.

Assuming that the current flux vector is located in sector
1, the six possible orientations of incremental flux  are
shown in Figure 9.4.

Figure 9.4 Stator flux movement direction on application of

different inverter voltage vectors

The voltage vectors 1, 2 and 6 result in increase in flux
magnitude while 3, 4 and 5 result in decrease in flux
amplitude. Similarly, the incremental torque  can be
derived for all voltage vectors using equation (9.12). As a
result, voltage vectors 2 and 3 result in positive torque
increment while 5 and 6 result in negative torque
increment. The effect of voltage vectors 1 and 4 on torque
is dependent on if the voltage vector is lagging or leading
the flux vector. The application of zero vectors does not
change the flux orientation but results in decrease in
torque due to advanced rotor flux during this time. In
summary, each voltage vector has different impact on
motor torque and stator flux which is also function location
of the original stator flux vector. This analysis can be



represented in more general form for any sextant k as
shown in Table 9.1 for anticlockwise direction of rotation.
However, the sextant definition is as shown in Figure 9.5,
which is different from the sector designations used earlier
in Figure 9.3.

Table 9.1 Effect of voltage vectors on stator flux and motor

torque in sextant k

Figure 9.5 Sextant definition for two-level converter

configuration

9.3 DTC control principle

The general control schematic of the DTC controller is
described in Figure 9.6. It also represents a most likely
structure of external speed and flux controller, which can



be common to other control schemes also. The speed
control loop consists of a PI type controller which
generates appropriate torque reference signal  by
comparing reference speed with actual speed. External
control loop also consists of some form of flux controller
which generates the flux reference signal depending upon
operating conditions of the drive.

Figure 9.6 Block schematic of direct torque controller

(DTC)



The main distinguishing feature of the DTC is the
internal torque control loop, which consists main building
blocks, namely flux comparator, torque comparator,
optimal switching logic and a robust motor model. The
measured or mostly estimated values of flux and torque in
motor model are compared with their reference values in
respective flux and torque comparators to generate flux
and torque error. The torque and flux comparator process
this error to derive flux/torque increase or decrease
command. The optimal switching logic acts on these
commands to directly generate switching signals 
for the inverter legs. Operation of each of these blocks is
explained in below subsection. DTC scheme does not need
a complex coordinate transformation or decoupling of the
nonlinear terms, which are needed in traditional FOC
structure. The flux and the torque are either measured or
mostly estimated using an adaptive motor model.

9.3.1 Flux and torque comparator

The flux comparator is simple two-level hysteresis
comparator, which generates the output  depending
relation between flux error  and hysteresis band . This
can be mathematically represented as

where  value of 0 indicate that increase in flux is
required, while 1 corresponds to decrease in flux value is
required (Figure 9.7(a)).



Figure 9.7 Flux and torque comparators

Whereas the torque comparator is a three-level
hysteresis (Figure 9.7(b)), the mathematical expression for
torque comparator is

9.3.2 Optimum switching vector selection

The logical signals  are input to optimum selection
logic, which analyzes the requirements on torque and flux
changes and accordingly selects the inverter voltage
vector, which will effect such change as per the analysis



summarized in Table 9.1. The optimum vector selection
logic is summarized in Table 9.2.

Table 9.2 Optimum voltage vector selection

Thus, DTC block directly selects inverter voltage vector
which satisfies the demands from external speed and flux
controllers. The changes in the voltage vectors only occurs
when either the flux or torque errors increase beyond the
respective hysteresis bandwidths.

9.3.2.1 Treatment during starting up

of the drive

During the starting of the drive, the initial flux in induction
motor is zero. Thus, the drive needs to build the stator flux
before it can generate any torque to accelerate the motor
to the reference speed. In this situation (  = 1), the
second row which only consists of zero vectors cannot be
used and active vectors which can build stator flux at
maximum rate must be switched. These are nothing but the
active vector central to each sextant. The second row in
Table 9.1 is replaced with active vectors encompassing
respective sextants during this situation (Table 9.3).

Table 9.3 Optimum voltage vector selection during starting

up



9.3.3 Motor model

The adaptive motor model forms the core of the DTC
architecture, its main function is to compute and feedback
the actual values of control variables to the DTC controller.
The most general form of the motor model estimates the
motor torque, stator flux and sextant information from the
measured motor current, dc link voltage and the switching
vector information. Since the DTC controller directly works
in stationary reference frame, the flux determination is
done by integrating the stator voltage by neglecting stator
resistance drop. This assumption produces errors during
low speed or starting up condition, when the stator voltage
drop is significantly comparable to applied voltage. Along
with the stator flux and torque estimation, the motor model
also gives the stator flux sextant information which is
required for correct selection of switching vectors in
switching tables. The overview of different types of
estimators is separately discussed in next section.

Figure 9.8 shows the typical stator flux movement in
first quadrant. When the hysteresis band is larger, as
shown by dashed circles in Figure 9.8(a), the flux vector
undergoes lesser changes resulting into lower switching
frequency. But when the flux hysteresis band is lowered,
the flux vector undergoes larger amount of switching
transitions as shown in Figure 9.8(b). The other aspect of
DTC is that the switching frequency is not constant, and it
varies within a frequency interval. In one way, this is good
since it can dampen particular frequencies causing quieter
drive operation. Figure 9.8 also shows the movement of
rotor flux vector, which is much smoother as compared to



stator flux vector, due to the transient time constant as
described in (9.9).

Figure 9.8 Stator and rotor flux vector trajectory

The further improvements in the DTC are proposed to
improve torque ripple, estimation of feedback variables,
constant switching frequency operation, etc. Still the core
of its operation is still same “classical DTC” with flux and
torque comparators as described above.

9.4 Flux estimation approaches

This section describes operating principles of some of the
widely used flux estimation techniques. Since DTC
controller directly controls machine stator flux and torque
without any need of coordinate transformation, it is
straightforward to estimate the control variables in
stationary reference frame. The easiest method is directly
integrating the stator voltage equation (9.1) to obtain the



stator flux vector. The flux estimator based on this principle
is referred as stator-model-based or voltage-model-based

estimators in literature.

Although the concept is very simple, the practical
implementation is very difficult to obtain accurate integral
of voltage terms due to inaccuracies like dc drifts and noise
introduced by current, voltage sensing circuits, stator
winding resistance variation owing to temperature
changes, discrete domain implementation of integration,
etc. At low frequencies, the voltage drop in power
electronics switches is also significant which must be taken
into consideration while designing the flux estimator. This
section describes some practical techniques to overcome
some of the above issues associated with flux estimation.

9.4.1 Use of low-pass filters

The simplest approach is to replace the perfect integrators
in (9.17) with low-pass filter to overcome problem of dc
drift and initial value setting of pure integrators (Figure
9.9).

where  is chosen suitably to provide low cutoff frequency
which does not affect the integration in wide speed range.



Figure 9.9 Open-loop flux estimation with low-pass filters

The low-pass filter functions as pure integrator for
frequencies above corner frequency of filter. But at lower
than corner frequencies, this approach introduces
magnitude and phase errors. Thus, stable operation
depends on correct choice of corner frequency of low-pass
filter. Also, due to open-loop structure, it is susceptible to
drift problems unless suitable closed loop compensation is
used.

9.4.2 Flux estimation with feedback

Further improvement has been proposed as shown in
Figure 9.10, and its mathematical expression can be
represented as



The first term is as before in (9.17), which represents low-
pass filter implementation of the original integral term with
the corner frequency of . The second term acts as
compensation for the errors introduced by the nonideal
implementation of the integrator action. For stator
frequencies higher than corner frequency, the gain of the
feedback block is almost zero, and thus, the estimator
functions as simple low-pass filter as before. But for stator
frequencies below corner frequency, the feedback block
acts in such a way that the integrator will not be driven into
saturation with correct setting of the saturation block in
feedback path. With the setting adjusted to the actual flux
amplitude, the estimated flux is adjusted up or down to
either positive or negative value of actual flux due to the dc
bias present in the input. Essentially, the dc bias in the
output is removed much faster than the open-loop
estimator. The flux estimator is thus immune to the dc drift
or saturation problems. The correct level of flux in
saturation block is essential for its correct operation.

Figure 9.10 Flux estimation with saturable feedback

In another approach as shown in Figure 9.11, the
difficulty of correctly setting the saturation limit is
overcome by transforming the estimated flux into polar
form to obtain its magnitude and angle information. Then
magnitude feedback is then limited to reference flux before



converting back into Cartesian format and fed back as
compensation. The distortion due to saturation block in
Figure 9.10 is eliminated. The algorithm still suffers from
the problem of setting right saturation level in amplitude
limiter. The algorithm is suitable where the motor flux is
rather fixed to nominal flux during motor operation.

Figure 9.11 Flux estimation using modified amplitude

limiter

Another improvement to flux estimator, making it
suitable for variable flux operation, is shown in Figure 9.12.
The flux estimator relies on the principle of orthogonality
between stator flux and back EMF. A compensation signal 

 is generated using a quadrature detector wherein it
consists or scalar product calculator followed by a PI
regulator. The output of PI regulator can be described as



Ideally when the ideal conditions prevail, there is
orthogonal relationship between back EMF and stator flux,
and the output input to PI regulator is zero. This condition
is lost due to improper initial values or dc bias in input
signals to estimator. The PI regulator generates an output 

 such that the estimated flux moves toward its actual
value. The estimator block easily overcomes the problem of
earlier propositions and adequately tracks the varying
input flux conditions. Still, the flux estimator suffers from
two major drawbacks. First, the PI controller tuning affects
the speed and accuracy with which the flux estimator
adapts to varying flux conditions. Second, due to the
presence of absolute flux in the denominator of the scalar
product, the estimator shows instability at zero flux levels
and shall be supplemented with limits on lower values of
absolute minimum values in the denominator.

Figure 9.12 Flux estimator based on orthogonality of stator

back EMF and flux [7]



Another simplified flux estimator is proposed in [8]
which is based on the theoretical analysis presented in [9].
The estimation procedure is based on the principle that the
scalar product between estimated value of stator flux and
stator current along with direction of change of estimated
stator flux can be used to derive a correction signal to be
used as compensation signal similar to the flux estimators
described above. A modification to the original scheme is
suggested in [8] to use scalar product of back EMF and
estimated flux, thus revealing similar scheme as in Figure
9.12. The schematic of the flux estimator based on this
principle is shown in Figure 9.13. The scalar product is
high-pass filtered revealing the derivative of the back EMF–
flux product which is then fed back to the inputs of back
EMF calculation through a gain coefficient . The flux
estimator is simpler as compared to the one presented in
Figure 9.12. Still the correct feedback gain need to be
evaluated by trials.



Figure 9.13 Stator flux estimation based on scalar product

correction method [8]

The only machine parameter required in the estimator is
stator resistance  The winding resistance is not constant
but varies with temperature. The resistance value affects
signal  entering at the input of low-pass filter. When the
magnitude of applied voltage very low, which is the case at
lower speeds, the error in stator resistance creates
significant error in the flux estimation. Thus, although
simple, accurate and robust at higher stator frequency, the
voltage-model-based flux estimators suffer due to two main
problems: the integration problem at low frequencies and
sensitivity to stator resistance variation.

9.4.3 Application of hybrid flux estimators

Another class of flux estimators makes use of “current
model,” which is mostly used in indirect rotor FOC
schemes. One possible application of this principle which
does not rely on the rotor speed feedback is shown in
Figure 9.14. The estimator is based on stator flux
estimation using “voltage model,” which is described
earlier and deriving a compensation term using another
rotor flux observer operating in rotating coordinates [11].
The advantages of such schemes are that the current model
is helpful in assisting the voltage model at low or zero
frequencies since it is independent operating frequency.
While, at higher stator frequency, the voltage-model-based
flux estimation has required accuracy [12]. The
compensation signal is generated based on stator flux
generated from both models which in turn generates the
rotor flux angle for correct transformation between
stationary and rotating reference frames for current model.
The only drawback of this model is now the stability of the
estimator is also dependent on rotor time constant, thus



making it susceptible to changes in rotor resistance and
inductance parameters. Also there can be several
derivatives of flux estimators based on this principle.
Simple and robust estimators are possible if the rotor speed
is known but then the speed sensorless operation
characteristics of DTC drive is lost.

Figure 9.14 Flux vector observer based on voltage model

compensated by current model [11]

9.4.4 Other methods for estimation of

stator flux

The machine flux can also be estimated using full order or
reduced order observers. The flux observers work on
comparison of the machine input–output relationship with
the model of the machine to generate a correction signal.
The correction mechanism is used to tune the model of the
system such that the model output follows the actual
outputs of the drive.

The basic principle of stator observers is shown in
Figure 9.15. For the given plant or process characterized



by system states x, input u and output y, the plant dynamics
can be expressed as

The full order model of the plant can be constructed,
having similar behavior as plant itself.

Then the state observer can be constructed using the
outputs from plant and plant model such that the corrected
model of the plant can be described as

This is the most common form of the state observer. The
feedback gain  is designed such that the required
dynamics of the system is achieved.



Figure 9.15 Principle of state observers

The states of the systems combinations of stator and
rotor flux or current quantities depending upon how the
motor model is defined. Due to direct relationship between
machine flux and current variables, it is possible to
describe machine dynamics in terms of stator and rotor
fluxes, or stator currents and rotor flux, which is more
common in indirect rotor flux-oriented vector control
schemes or in terms of stator flux and stator currents
which is easier to use for DTC control purposes [10]. Use of
stator flux  as observer’s states lets us to
obtain the compensation signal by direct comparison with
measured stator currents (Figure 9.16) [10].

The coefficients of (9.23) can be obtained from machine
parameters. The design of observer follows the control
system theory where the observer poles are more chosen to
be more dynamic without causing any undesirable
instability, irrespective of operating speed. Due to closed
loop structure, flux observers exhibit robustness to
machine parameter variations. The errors caused by drift in
actual parameters can be easily compensated by the closed
loop structure of observer.



Figure 9.16 Machine representation in terms of  and  as

system states [10]

Other forms of flux observers include more robust
Kalman or extended Kalman filters which eliminate the
need of knowing rotor speed and even it is possible to
include machine parameter estimation as a part of observer
block. The other topics related to flux estimation like model
reference adaptive systems are covered in FOC section of
the book and will not be discussed here.

9.4.5 Speed-sensorless operation

One of the main requirements of the motor drives
nowadays is to eliminate the need of speed or position
sensor. The FOC, which is performed in rotating coordinate
system, requires rotor angle information for transformation
from stationary to rotating reference frame, which
necessitates the use of speed sensor or speed estimation
algorithms to make the control scheme sensorless. But DTC
scheme is inherently sensorless since it does not involve



coordinate transformations. It is thus possible to obtain
simple control structure as compared to FOC, unless the
flux estimation involves the information about rotor speed.
In such situations, the various approaches which have been
devised for estimation of speed or position can be equally
applied to DTC control methods. These techniques have
been well researched in literature in connection with FOC
and good summary can be found in [13].

9.5 Simulation of DTC control

An induction motor drive is simulated in
MATLAB®/Simulink® simulation environment using
Simscape™ Power Systems™ blockset. The specialized
toolbox provides component libraries for modeling and
simulating electrical power systems, including three-phase
machines, electric drives and basic power system
components. This eases the task of building the simulation
model for electric drives using inbuilt component libraries
as well as control component libraries. The induction motor
used in simulation is a 15-kW, 1,485-rpm induction motor.
The ratings and parameters of induction motor are given in
Table 9.4.

Table 9.4 Induction motor rating and parameters

The schematic of the simulation model is shown in
Figure 9.17. The simulation is performed for analyzing



system behavior to step input of speed reference at 0.05 s
and nominal torque command is applied at 0.3 s and again
removed at 0.5 s. The simulation results presented in
Figure 9.18 corresponds to hysteresis band amplitude 

. Figure 9.18(d) shows the flux vector movement
during the interval when the torque step is applied (t =
0.29–0.32 s). The same simulation is again performed with 

, and results are presented in Figure 9.19, where
the flux ripple is significantly lower as compared to earlier
simulation with larger hysteresis bandwidth (Figure
9.18(b)). Nevertheless, the rotor flux  in Figures 9.18 and
9.19 is much smoother as described earlier.

Figure 9.17 Simulink model of induction motor drive using

DTC controller



Figure 9.18 Simulation response of DTC controller,  =

0.05



Figure 9.19 Simulation response of DTC controller,  =

0.02

9.6 Performance enhancement of

classical DTC scheme

The distinctive advantage of DTC scheme is high dynamic
performance as compared to the FOC schemes. The
absence of coordinate transformations as well as PI
regulators results in superior torque dynamic. The control
implementation does not need any voltage modulator



making the implementation much simpler than field
oriented controllers.

Apart from these benefits, the classical DTC also
presents some shortfalls. The drive can exhibit problems
during startup when the motor flux is absent and need to
be handled with substitution of zero voltage vectors as
described earlier. The major limitation is variable the
switching frequency and inherent torque and flux ripple.
There has been research into overcoming some of these
limitations and improve the performance of classical DTC
scheme. This section presents an overview of these
techniques and compares its performance with classical
DTC.

9.6.1 Reduction in torque and flux ripple

using alternate switching tables

A straightforward approach to reduce the torque and flux
ripple is to reduce the hysteresis bands, but this will
eventually lead to increase in switching frequency leading
to increase in switching losses of the power devices. So,
there must be a compromise made between the allowed
torque ripple and maximum allowable switching frequency.
The lower limit of the hysteresis bands also comes from the
cycle times possible with microcontrollers since they must
be able to respond and detect any violations in the
hysteresis bands. Alternate strategies involve redesigning
the switching tables by re-sorting the voltage vectors which
apply short or large torque or flux changes by using
multilevel comparators. Another variation in the switching
tables can be brought using alternate definitions of
sextants as shown in Figure 9.20.



Figure 9.20 Sextant definition for two-level converter

configuration

In this case, the effect of voltage vectors  on
flux amplitude is unknown while the impact on torque
changes is evident as summarized in Table 9.5. The other
vectors  and  can be used to for different
combinations of flux and torque errors in this sextant. A
new switching table with modified vectors based on above
observation can be described together with new sextant
definition. A new set of switching vectors, as shown in
Table 9.6, can be built together with new sextant definition
based on above observation.

Table 9.5 Effect of voltage vectors on stator flux and motor

torque in sextant k



Table 9.6 Optimum voltage vector selection with modified

sextant definition

In the above schemes, the impact of  on flux
amplitude is unknown, whereas in classical DTC, there are
always two voltage vectors of  whose impact on
torque amplitude is not known. It is possible to combine
these facts to devise a 12-sector strategy as shown in
Figure 9.21.

Figure 9.21 Modified DTC with 12 sextant definition



It can be seen that the impact of voltage vectors
adjacent to the particular sector is rather lower compared
to other voltage vectors. This makes it possible to define
voltage vectors having small impact on torque and lead to
definition of multiple-band hysteresis for torque
comparators. A new set of switching table, as shown in
Table 9.7, can be constructed based on above two
observations. Here  indicate small torque change
for which the hysteresis band can be chosen suitably.

Table 9.7 Optimum voltage vector selection with modified

sextant definition

9.6.2 DTC-SVM control [11]

Lascu proposed improvement to the classical DTC to
overcome the problem of flux and torque ripple with a new
type of control structure. This scheme is named as DTC-
SVM as it realizes torque and flux comparators combined
with SVM. The proposed scheme uses the flux and torque
comparators as in classical DTC, but its output is fed to
fixed switching frequency PWM modulator for generation of
switching vectors. Thus, this strategy exhibits advantages
of both DTC control in maintaining fast-torque dynamics
and low-torque ripple due to constant switching frequency
PWM modulator. The proposed scheme utilizes the flux



estimator described in Figure 9.14 and an model reference
adaptive control (MRAC) structure for estimation of rotor
speed. Unlike the classical DTC scheme that uses switching
tables, the DTC-SVM contains two PI controllers for flux
and torque control. The output from flux and torque
regulators are  voltage reference signals to space
vector modulator. The proposed scheme can result into
much lower torque and thus current ripple, which can also
improve the flux, torque and speed estimator performance
(Figure 9.22).

Figure 9.22 Block schematic of DTC-SVM

The performance of DTC-SVM can be compared with the
classical DTC in simulation model described earlier in
Figure 9.17. The simulation results with SVM-DTC
controller are presented in Figures 9.23 and 9.24 for 3 and
8 kHz, respectively. The stator flux vector trajectory is
much smoother compared to the response with classical



DTC. It becomes even smoother with higher switching
frequency, which can be only limited by microcontroller
cycle time capability and switching losses of power
converter. At 8-kHz switching frequency, both stator flux
vector and rotor flux vector are sinusoidal.

Figure 9.23 Simulation response of DTC-SVM controller, 

= 3 kHz



Figure 9.24 Simulation response of DTC-SVM controller, 

= 8 kHz

9.6.3 Predictive torque control

The predictive control schemes work on principle of
predicting the future direction of movement of system
variables using appropriate system model and analyzing
the impact of the all available switching voltage vectors on
the course of system behavior. The impact of each voltage
vector is evaluated and compared using cost function, and
the best voltage vector that minimizes the future states is
selected for next switching interval [14]. The basic control



structure is shown in Figure 9.25 which consists of motor
model for estimation of motor variables, prediction model
and cost-function-based optimizer, which optimizes the
control variables but directly generating suitable switching
commands to the inverter. The main variation comes from
the prediction model which can predict the behavior of the
system in next switching intervals, and it has major
influence on the overall system complexity and
computational needs for evaluation of the available
switching states. Still, there have been interesting attempts
in literature to implement the predictive DTC in simpler
way than DTC schemes and having better performance
compared to classical DTC schemes [14].

Figure 9.25 Block schematic of model predictive torque

control of induction motor



The major drawbacks of such schemes are computation
efforts as predictive DTC schemes must compute the cost
function for every switching state possibility for each time
step. The simpler applications are when the converter in
question is only two-level converter, in which it is only
seven different vectors for which the computations need to
be performed. But the increase in computation efforts for
multilevel converters is exponential and thus impractical
from implementation point of view. In such situation, the
computational efforts can be greatly reduced if the
computations can be performed for only selected switching
combinations [14].

The computational efforts also increase exponentially
when the prediction horizon (number of future predictions)
or control horizon (number of future switching steps) is
larger than 1 and in such situations also zoning algorithms
like branch and bound schemes, which can filter the
number of switching states for cost function evaluation,
have been proposed for successful implementation of
predictive DTC schemes.

9.7 Direct torque control of

synchronous motors

DTC operates on direct control of stator flux with the
feedback parameters determined from monitoring stator
voltage and current quantities. As there is not much
dependence on rotor variables, unless the stator variables
estimator need it, the DTC strategy can be easily extended
to other motor types like permanent magnet synchronous
motors (PMSM) (permanent magnet, synchronous
reluctance, field wound) as well as switched reluctance
motors [15]. The initial attempts were already reported in
1990 [16,17], and several adaptations were reported later
to extend the developments in DTC-IM field to PM motors.



Still, there are some distinct differences when it comes to
DTC of PM motors. First, since there is always existence of
magnet flux, there is no need of starting flux buildup, which
makes the DTC implementation easier as compared to
induction motors. In principle, all types of DTC schemes—
classical DTC, SVM-DTC or predictive DTC—have been
successfully applied to permanent magnet motor and
synchronous reluctance motors (SynRMs).

The classical DTC scheme is implemented for surface-
mounted PMSM in [18], it basically utilizes same switching
tables as used for induction motor. The fixed-frequency
(SVM-based) DTC schemes have been also proposed for
PMs. These schemes are based on the model of PMSM
which is used to calculate most suitable voltage vector
during next switching interval, which is then realized by
using space vector PWM. There have been many proposals
on how to calculate the most appropriate voltage vector
depending upon depth of model and computational
complexity of PMSM [19,20]. Again, the model of the
PMSM is successfully used to determine the torque
trajectory during the next switching interval and an optimal
voltage vector can be evaluated which can keep this
trajectory under the required bound. A predictive-type
controller is proposed, based on this principle in [21] for
PMSM. Optimization of flux and torque ripple has been
considered in DTC for PMSM [22]. It is possible to predict
the time interval by which the flux vector will reach the
hysteresis boundary. This is mainly determined by the
initial amplitude of flux vector, applied voltage vector
amplitude. If the sampling interval is larger this time
interval, the flux vector would have already gone outside
the hysteresis bound when the next sample is taken. To
avoid this, the voltage vector can be switched only for time
duration by which flux vector will reach the hysteresis
boundary, followed by another vector which turns flux
vector in opposite direction. Such duty-cycle-based



approach can result into much lower torque ripple than the
classical DTC [23].

9.8 Industrial adaptation of DTC

schemes

The first commercial drive ACS600 based on speed
sensorless DTC principle was introduced by ABB for low-
voltage industrial applications in 200–690 V range. The
product offering was intended for demanding torque
applications like servo drives as well as general purpose
industrial applications like pumps, fans conveyors,
compressors, etc. The drive offered advantages to the
customer by removing the necessity of speed tachometer or
encoder. The block schematic of the ABB DTC control being
executed at cycle time of 25 ms is shown in Figure 9.26; the
control structure is very similar to the back schematic
introduced in Figure 9.6, which directly controls stator flux
and developed torque. The drive consists of current sensors
in two phases, dc link bus voltage sensor and together with
the switching states, the other motor variables are
estimated in the adaptive motor model. The voltage drops
in semiconductor switches and dead time effects have been
adapted into the motor model for accurate estimation of
motor variable during operating conditions, especially at
low stator frequencies. The claimed torque response is 1–2
ms below 40 Hz compared to 10–20 ms for vector
controlled drives. The claimed steady-state speed accuracy
be in the range of 10% of motor slip frequency, which
comes to 0.1%–0.3% for drive ratings over wide power
range. The drive can still supply 100% torque under these
operating conditions. Thus, right from its introduction, ABB
drive has been proven superior for fastest torque response
over wider frequency range, torque linearity which is



essential for precision speed applications and dynamic
speed accuracy for highly dynamic torque applications.

Figure 9.26 DTC control structure in ABB ACS850 drive [8]

[Reproduced: courtesy ABB]

The recently launched newer generation of ABB drives
called ACS880 drives (Figure 9.27) are enhanced with
many advancements, which makes it suitable for variety of
applications which were not covered by earlier series of
ABB drives. The newer digital signal processor (DSP)
hardware and improved software architecture has made it
possible to achieve shorter execution times of complex
control algorithms, adaptive motor models as well as online
motor parameter adaptation.



Figure 9.27 ABB ACS880 drive [Reproduced: courtesy ABB]

The most lucrative feature among other is that now the
ABB DTC drives can support variety of motor types,
including PMSM and SynRMs. ABB SynRM plus ACS880
drive packages are now considered top of the line products
in terms of meeting the requirements of international
energy efficiency regulations. The SynRMs exhibit high
torque-to-weight ratio, reducing the overall footprint of
motor drive, and together with superior variable speed
capability of ACS880 drives, the performance of the
complete package is much superior over wider speed–
torque range as compared to induction motor drives. The
drive has built in software algorithms for estimation of
motor variables, identification of motor parameters,
position detection algorithms for smooth startup and auto
tuning of motor models, etc. The combination of two



optimized motor and drive products offers excellent control
performance in general purpose and well as dynamic
torque applications (Figure 9.28).

Figure 9.28 ABB SynRM-ACS880 drive package for general

purpose applications [Reproduced: courtesy ABB]

The ability of ACS880 to supply motor torque near zero
speed is superior to earlier drives as demonstrated in
Figure 9.29 [8]. Similarly, the performance of speed
estimators and torque stability for other motor types with
ACS880 drive is equally comparable to the drive
performance with induction motor types as shown in Figure
9.30.



Figure 9.29 Comparison of torque stability of ACS880 with

earlier drives [8] [Reproduced: courtesy ABB]

Figure 9.30 Comparison of torque accuracy for induction

and SynRM [8] [Reproduced: courtesy ABB]



ABB has also introduced DTC technology in multilevel
converter topologies in medium-voltage applications. ABBs
ACS1000 MV drives are based on three-level topology with
IGCT switches, which are perfect for medium-voltage high-
power applications. The DTC technology, which was
originally introduced in LV drives, is then optimized for
three-level converter operation and low-loss control of
output LC filter. This has enabled ACS1000 offer fast,
accurate control from zero to rated speed similar to LV
drives. The latest offering in MV drive product family is
ACS5000/6000 and recently introduced ACS2000, which
are based on five-level ANPC configuration. The DTC
technology has been successfully extended to these
multilevel drive configurations with power ratings from 250
kW to 50 MW range and voltage ratings from 2.3 to 15 kV
range. The complete MV drive portfolio maintains highest
torque and speed control performance ever achieved in
medium voltage AC drives (Figures 9.31 and 9.32).



Figure 9.31 ABB ACS 2000 MV drive based on five-level

ANPC technology [Reproduced: courtesy ABB]

Figure 9.32 ABB medium voltage drive portfolio with DTC

control at its core [Reproduced: courtesy ABB]

9.9 Summary

The DTC technology has been steadily developed for
induction motors initially and now in a mature stage where
its adaptation in commercial products has been accepted
by industry. The development focus is now toward
adaptation of DTC into complex applications requiring
special motor types and drive topologies. The various
technology areas are special machines for high-speed
applications and multiphase machines with more than
three-phase windings. There are attempts to extend DTC
strategies for advanced drive topologies like matrix
converters, multilevel converter topologies, integrated line



side converter control. The complexity in such topologies is
coming from increased number of voltage vector
combinations, which are available for switching, and thus,
decision-making can be a complex and time-consuming
process. This is typical situation in even more complex
multilevel converter fed multiphase machine architecture
where the number of voltage vector combinations rises
exponentially with machine phase and converter voltage
levels.

List of symbols

θsr Angle between stator and rotor flux
τr Rotor time constant
σ Leakage factor
us Voltage vector
Δt Time interval
ΔTe Incremental torque
eψ Flux error
Dψ Hysteresis band
ωlp Provide low cutoff frequency
x States
u Input
Y Output

Glossary of terms

Direct

torque

control

The control of torque directly through flux
control

Space

vector

Modulation of voltage space vector to achieve
the desired switching of voltage source



modulation converter
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10.1 Introduction

This chapter describes the direct torque control (DTC)
technique for permanent magnet synchronous
motors/machines (PMSMs). The DTC technique has
evolved much since mid-1980s when a less complex,
cheaper and potentially faster method of torque and flux
control than the pre-existing rotor flux-oriented vector
control (RFOC/VC) for induction machines first emerged
[1–7]. The DTC technique is based on closed-loop
regulation of torque and stator flux linkage obtained from
estimators using voltage vectors and currents in the stator
reference frame and the machine model. Drive dynamics
under DTC control is as fast and can be faster than that
under RFOC/VC in which rotor position sensing is used for
exercising control in the rotor reference frame [3,4]. This
chapter starts with a brief review of the context of these



developments, including the underlying theory (which had
existed prior) and methods that have been used to apply
DTC to PMSMs. Some comparative evaluations are
included that may help researchers and engineers to
further develop the method and apply it to high-
performance PMSM drives in various applications.

It was shown by Depenbrock [1] and Takahashi [2]
almost simultaneously in mid-1980s that estimation of
torque and stator flux can be obtained from the machine
terminal currents and voltages, and the machine model
with good accuracy. The machine terminal voltages can be
found from the knowledge of the switching states of the
inverter and the DC-link voltage. The developed torque and
stator flux could then be placed under control loops (such
as hysteresis or other controllers) to achieve high dynamic
response. These methods do not require coordinate
transformations, high-resolution speed and position
sensors, and PWM current controllers. Direct torque
control (DTC)—Takahashi’s designation—has now been
widely accepted.

In the following sections, a brief recount of the
underlying rotor flux-oriented control (RFOC) structure for
interior PMSMs (IPMSMs) is given in order to explain the
context in which the DTC technique stands (see Figure
10.1). This is followed by a fuller description of DTC
techniques for the PMSMs that have evolved to date.
Experimental results on performances of DTC of PMSMs
under these schemes are included to clarify how these
techniques perform.



Figure 10.1 The RFOC structure for PMSM

10.1.1 The PMSM model and RFOC

The RFOC of the IPMSM is based on transformation of
machine voltages and currents to and from rotor dq

coordinates, the d-axis of which is fixed and therefore
aligned with rotor flux [3]. For this machine, there is the
added complication that the developed torque is
determined by both iq and id, as indicated by (10.1), when
rotor has saliency.

where



and  is the rotor flux linkage with d-axis of stator winding.
The stator voltages in d- and q-axes are the following:

The current reference generator selects appropriate
references for iq and id, according to speed and certain
limiting requirements for current and terminal voltage
values, and for flux-linkage values at high speed when the
stator flux linkage is weakened. These are called current
trajectories.

10.1.2 Current control trajectories for

PMSM [8,9]

It can be shown that for the fastest dynamic response is
obtained when the current references for id and iq are
selected from (10.6), subject to the limit given by (10.7).

The iq reference is obtained from the output of the speed
controller which gives the torque reference. The iq–id

trajectory for the maximum torque per ampere (MTPA)
characteristic, according to (10.6), is indicated by the



MTPA trajectory in Figure 10.2. It is bounded by the
current limit circle given by (10.7).

Figure 10.2 The MTPA and FW trajectories for the machine

of Table 10.1

10.1.3 Field weakening under voltage

limit

A PMSM may be driven at higher than its base speed
corresponding to its pole numbers and base frequency
using field weakening (FW). The inverter input DC-link
voltage Vdc at the base speed, the rated Vdc, must be
appropriate so that with rated load, the peak line-line AC
voltage is not higher than Vdc. The motor speed can be
higher than base speed by using FW, i.e., by using negative
d-axis current. At a steady operating speed, the terminal



voltage given in the rotor dq reference frame must also be
subject to limit given by (10.8), for negligible stator
resistance R.

The limiting iq–id trajectory for each speed is an ellipse,
as also indicated in Figure 10.2. With RFOC, PWM current
controllers in the d- and q-axes, augmented with speed-
dependent terms indicated in (10.4) and (10.5), regulate
currents through the machine according to the references
which follow the MTPA and FW trajectories indicated by
(10.6)–(10.8). Figure 10.2 indicates the optimal control
trajectories when an IPMSM is driven under maximum
current limit Ism (the MTPA characteristic—trajectory OA)
and under the maximum voltage limit Vsm trajectory at
several speeds (the voltage limit ellipses with weakened φd

by establishing negative id) on the id–iq plane. The blue line
in Figure 10.3(a) indicates trajectory following along the
maximum current and voltage limit trajectories as speed is
increased beyond the base speed of 1,500 rev/min with FW
for the machine of Table 10.1. Figure 10.3(b) shows id and
iq currents and speed responses as the machine is driven
along the optimum trajectories when it is accelerated from
0 to 2,300 rev/min, which includes operation in the FW or
constant-power speed range (CPSR).



Figure 10.3 (a) Control trajectories and (b) dynamic

responses of a PMSM with MTPA and FW

trajectory following

Table 10.1 Parameters of the PMSM for Figures 10.2 and

10.3

Number of pole pairs P 2

Stator resistance R 18.6 Ω

Magnet flux linkage 0.447 Wb

d-axis inductance Ld 0.3885 H

q-axis inductance Lq 0.4755 H

Phase voltage V 240 V

Phase current I 1.4 A

Base speed ωb 1,500 rev/min

Rated torque Tb 1.95 N-m

Crossover speed ωc 2,400 rev/min

Such dynamic and steady-state performances are the
benchmarks which DTC techniques are expected to match
or surpass. The reader is expected to be familiar with the
foregoing (10.1)–(10.8), which result from dq analyses and



rotor flux orientation of the PMSM. References [1–6] are
suitable for this.

10.2 DTC for PMSM

The RFOC scheme described in Section 10.1 assumes that
stator inductances and magnet flux linkages are sinusoidal
functions of rotor position. These are not strictly true.
Furthermore, the magnet flux linkage is a function of rotor
temperature. These are not taken into account in the RFOC
controller. PWM current controllers also limit torque
response dynamics. The DTC scheme overcomes these
limitations by estimating the machine developed torque and
flux linkage from measurement of machine voltages and
currents by using the machine model and by controlling the
errors in these variables within defined boundaries by
using two comparators. The basic structure of the DTC for
any AC machine is indicated in Figure 10.4, in which the
torque reference T* and stator flux-linkage reference  are
available from the speed controller. The estimated values of
these quantities are obtained from the machine model
using measured stator currents and the DC-link voltage.
These are then regulated by closed-loop controllers, which
may be hysteresis comparators. Stator flux linkages can be
obtained, in the simplest form, by integrating the back
electromotive force (emf), as in (10.9):

where  and and .



Figure 10.4 Switching table-based DTC with hysteresis

controllers for torque stator flux linkage

The non-sinusoidal distributions of stator inductances
and the magnet flux with position and the dependence of
the latter to temperature variation are automatically
included in this computation. The basic principle of DTC is
to directly select the voltage vectors to be applied to the
machine in the next switching interval according to the
differences between the reference and actual (estimated)
values of the torque and stator flux linkage, as indicated in
Figure 10.4. The stator flux-linkage and torque estimator
(FTE), in their simplest form, is indicated in Figure 10.5, in
which two integrators are used to integrate the machine
back emfs in the stator αβ frame to obtain the stator flux
space vector  and its special angle . It should be noted
here that computations leading to the estimation of torque
and flux linkage take place in the stator reference frame



and do not require coordinate transformations to rotor or
other reference frames using rotor speed or position
feedback signals. Thus the DTC for a PMSM has the
advantages of less parameter dependence (except for
stator resistance) and fast torque response compared to
RFOC which employs PWM control in the rotor reference
frame via coordinate transformations, and there is no
requirement for a rotor position sensor.

Figure 10.5 An open-loop stator FTE using simple

integrators

The DTC of IPMSM motors is based on the spatial vector
relationships of stator flux linkage, rotor flux linkage, stator
current and stator voltage. The different reference frames
used for analyzing the performance of an interior
permanent magnet (IPM) motor are shown in Figure 10.6.
The stationary reference frame is denoted as the αβ frame,
in which the α-axis is aligned with the stationary axis of
phase A winding. All stator currents and voltage
measurements are conducted in this frame. The dq



reference frame is the rotor reference frame in which the d-

axis is aligned with the rotor flux linkage. The third frame
is aligned with the stator flux-linkage vector and is shown
as the xy frame in Figure 10.6. The angle between the
stator flux vector  and the rotor flux vector  is known as
the load angle δ.

Figure 10.6 Quadrature rotor, stator and stator flux

reference frames of a PMSM

The torque developed by an IPM machine is also given
by (10.10) in terms of the stator and rotor flux linkages:

where

Ld, Lq: direct and quadrature inductance, H;
T: electromagnetic torque, N-m;
P: number of pole pairs; and



 and : stator and rotor magnet flux linkage,
respectively.

It can be seen from (10.10) that the torque is a function
of the load angle δ for a fixed stator flux linkage . Typical
T–δ characteristic of an IPMSM is plotted in Figure 10.7 for
different values of stator flux linkage. For different values
of , there exists a maximum load angle  that
corresponds to maximum developed torque T, as indicated
by the red dots in Figure 10.7. The load angle δ, which
should never be allowed to exceed , can be regulated by
controlling the phase angle  of the stator flux linkage.

Figure 10.7 Torque T, stator flux linkage  and δ angle

characteristics of a PMSM



Feedback signals for developed torque T and stator flux
linkage λs can be obtained from a stator FTE, which also
provides information on one of the six 60° regions θ1–θ6 in
which the stator flux linkage occurs during each switching
interval of the controllers as shown in Figure 10.10 [10].
Based on these and the state of the comparator outputs, the
most appropriate of the eight voltage vectors from a two-
level VS inverter, in order to achieve the desired torque
and flux-linkage transitions, is selected. Figure 10.8 and
Table 10.2 show the circuit and the available voltage
vectors for a two-level inverter.

Figure 10.8 A two-level VS inverter for AC motor drive

Table 10.2 Available voltage vectors from a two-level VSI

V1 V(100)

V2 V(110)

V3 V(010)

V4 V(011)

V5 V(001)

V6 V(101)

V7 V(000)

V8 V(111)



These voltage vectors can also be expressed as

The stator flux linkage can be found by integrating the
applied voltage vector minus the voltage drop on the stator
resistance using (10.9), as shown in (10.3)–(10.5).

The tip of the stator flux-linkage vector  moves in the
same direction as the applied voltage vector, an example of
which is shown in Figure 10.9, where voltage vector V3 is
applied. The distance which the stator flux-linkage vector
moves is determined by the duration and amplitude of the
voltage space vector. The amplitude of the applied vector is
proportional to the DC bus voltage of the inverter and can
be regulated by applying a set of appropriately modulated
voltage space vectors. The speed at which the stator flux
linkage rotates is determined by the sequence of
application of the voltage space vectors. Hence, the
rotational speed of the stator flux-linkage vector and its
amplitude can be controlled by selecting appropriate
voltage vectors.



Figure 10.9 Torque- and flux-producing components of a

projected voltage vector V3

Figure 10.10 shows how the stator flux vector may be
moved as the voltage vectors of Table 10.2 are switched for
rotation in the counterclockwise (CCW) direction of
rotation. Table 10.3 gives values of the vα and vβ voltages
for each voltage vector that is applied.



Figure 10.10 Rotation of the stator flux vector by selection

of voltage vectors

Table 10.3 The αβ components of the nonzero voltage

vectors

10.2.1 Voltage space vector selection

[10,11]



The voltage vector plane is divided into six sectors, θ1–θ6,
each having an active vector in the middle as shown in
Figure 10.10. In each sector, two adjacent vectors are
selected in order to minimize the switching frequency. For
example, voltage vectors V3 and V4 are chosen to increase
or decrease the amplitude of  when it is in sector θ2 and
rotating in the CCW direction. For clockwise (CW) rotation,
vectors V1 and V6 are chosen when  is in sector θ2. By
selecting appropriate voltage vectors, the amplitude and
direction of  can be regulated. Figure 10.10 also shows
how different voltage vectors are selected to keep  within
a hysteresis band (between the inner and outer circles) for
rotation in the CCW direction.

The widths of bands of the two hysteresis controllers
determine the time duration of the applied voltage vectors
and therefore the switching frequency. Smaller bandwidths
will result in higher switching frequencies. Smooth torque
response can be obtained if the bandwidths for stator flux
and torque are chosen to be about 5% and 15% of the rated
stator flux linkage and the rated torque, respectively. This
statement is based on the fact that torque and stator flux-
linkage control will not be limited by the sampling
frequency. The band between the two circles represents
the hysteresis band within which the stator flux linkage is
maintained. When the switching frequency is high and
hysteresis band is small, the tip of the flux trajectory
becomes a smooth circle.

Reversal of the rotational direction of  is produced by
application of the voltage vectors in the opposite direction.
For instance, when  is in region θ1 in Figure 10.10 and
rotation in the CW direction is desired, voltage vector pairs
V5 and V6 are selected. The effect of application of the zero
voltage vectors V0 and V7 has different implications for
induction and synchronous machines. For a squirrel-cage
induction machine, the rotor voltages are always zero, so



the application of zero stator voltage vectors leads to
stopping of further rotation of . This is not so for the
PMSM, in which the rotor flux linkage  continues to
rotate with the rotor, resulting in rotation of  even when
zero voltage vectors V0 and V7 are applied. The zero
voltage vectors may thus be utilized in reducing torque and
flux ripples, and for controlling the torque, especially when
the PMSM rotates at a high speeds, where the developed
torque can be significantly changed by movement of the
rotor flux during the short duration of a sampling period.

In order to select the voltage vectors for controlling the
amplitude of the stator flux linkage, the voltage vector
plane is divided into six sectors of 60° each, θ1–θ6, as
shown in Figure 10.10. In each sector, only one of four
adjacent voltage vectors may be selected to keep the
switching frequency to a minimum. One of four voltage
vectors may be selected to increase or decrease the
amplitude of  or to increase and decrease the torque. For
instance, voltage vectors V2 and V3 are chosen to increase
or decrease the amplitude of  when it is in region θ1 and
is rotating in CCW direction. Voltage vectors V5 and V6 are
chosen when  is in region θ1 and rotates in the CW
direction. In this way, the amplitude of  can be adjusted in
amplitude and direction as required by choosing the proper
voltage vectors. Table 10.3 shows how the voltage vectors
are selected for keeping the amplitude of  within a
hysteresis band when  is rotating in the CCW direction.
The hysteresis band in  is the difference in radii Δ  of the
two circles in Figure 10.10.

The eight voltage vectors for controlling the torque and
stator flux linkage, as in Table 10.4, are used for two
directions of operation of the drive. Variables φ and τ are
the outputs of the two hysteresis controllers for stator flux
linkage and torque, respectively. φ = 1 implies that the
estimated flux linkage is smaller than the reference value,



and a flux increasing vector should be chosen and vice
versa. The same is true for torque, with τ for torque
control. θ1–θ2 represent the region number defined in
Figure 10.10, which indicates the approximate position
information of stator flux linkage in a resolution of 60°
electrical in the αβ reference frame.

Table 10.4 Voltage vectors selection table for flux linkage

and torque control under DTC using active and

zero voltage vectors

10.2.2 Stability criteria for DTC

For a surface PMSM for which Ld = Lq = Ls and , it
can be shown that for the fastest response of torque, the iy
components of stator current is given by (10.12), in
reference to Figure 10.6:

Thus, for the highest torque dynamics, angle δ must be
controlled within δm ≤ ± , regardless of the value of λs.

For the IPMSM, it can be shown that for the fastest
response of torque, the iy components of stator current is
given by (10.13), in reference to Figure 10.6:



Equation (10.13) also implies that the developed torque
may not always increase monotonically with the angular
displacement δ for a PMSM with saliency for different
values of λs. When torque is controlled by placing the stator
flux linkage vector ahead or behind of the rotor flux-linkage
vector by a suitable angle δ, two requirements must be
fulfilled, namely,

A.

so that  always increases with increase of , and
B.

so that the limiting load angle δm is not exceeded.
When δ > δm, torque will decrease with increase of δ,
and the operation will be unstable.

The variation of the limiting δm, with respect to , is
indicated in Figure 10.11.



Figure 10.11 The limiting δm values versus  for the PMSM

of Table 10.1

10.2.3 Torque and flux linkage control of

a PMSM by applying voltage vectors

Control of torque using  according to 10.13, 10.14 and
10.15 is straightforward. This is done by selecting the
voltage vectors of Table 10.4. However, the voltage vector
selection Table 10.4 does not lead to good control of
torque, unlike the DTC for induction machines. Because the
stator flux linkage is also determined by the rotor flux and
the rotation of the rotor, variation of  at low speed can be
slow because of slow movement of rotor. In order to
overcome this shortcoming for PMSMs, the voltage vector
selection Table 10.5 is more appropriate, in which the



stator flux linkage is rotated opposite to the direction of
motion in order to allow d to reach limiting values more
quickly.

Table 10.5 The switching table for inverter for a PMSM

Note that zero voltage vectors are not selected when the
motor runs at low speed. When the motor runs at a
reasonably high speed, the use of Table 10.4 may not affect
the torque dynamics appreciably, while reducing the
ripples in torque and total harmonic distortion (THD) in
motor current waveforms.

In order to select the voltage vectors for torque stator
flux control, two hysteresis controllers are used in the
classical DTC. The hysteresis band for the torque controller
is symmetric around the vertical axis. The torque hysteresis
band delta is ΔTb. The hysteresis band for stator flux
linkage is not symmetrical around the flux axis, because the
amplitude of the stator flux is always positive. These bands
are indicated in Figure 10.12. When ΔT is greater than
ΔT/2, τ = 1, and torque has to be increased and vice versa.
When ΔT is within the band of ±ΔT/2, the selected voltage
vectors remain unchanged. The same is true for Δ , except
that −Δ /2 becomes zero.



Figure 10.12 The torque and stator flux hysteresis bands in

DTC: (a) torque controller and (b) stator flux-

linkage controller

Simulation results of torque and flux responses when the
IPMSM of Table 10.1 is driven under linear ramp speed
references are shown in Figure 10.13. The sampling period
used is Ts = 10 μs. It is clearly seen that torque and flux
linkage are controlled very well with high dynamics
comparable to the RFOC counterpart.



Figure 10.13 Simulation results of DTC for PMSM drive

using Table 10.5: Ts = 10 μs. (a) Speed response,

(b) torque response, (c) torque reversal and (d)

amplitude of the stator flux linkage



When the sampling period is increased to 100 μs, which
is what can be easily achieved with a microcontroller or a
digital signal processor (DSP), the simulated dynamic
responses of torque for the motor of Table 10.1 are shown
in Figure 10.14; however, the torque and flux ripples
increase, as shown in Figure 10.14. Clearly, the torque and
flux ripples increase because of the longer sampling
interval used.



Figure 10.14 Simulation results of DTC for PMSM drive

using Table 10.5: Ts = 100 μs. (a) Speed response,

(b) torque response, (c) torque reversal and (d)

locus of the stator flux linkage



Dynamic responses of torque obtained for the motor of
Table 10.1 when driven with RFOC and DTC are shown in
Figure 10.15. The DTC response is faster than that for the
RFOC, due to the proportional and integral (PI) controllers,
axes transformation and PWM control used in the RFOC.

Figure 10.15 Dynamic response of torque for the motor of

Table 10.1 under (a) RFOC and (b) DTC; Ts = 100

μs

Because of the hysteresis torque and flux controllers,
the switching frequency of the inverter is variable.
Furthermore, the ripple in the torque and flux linkage can
also be high unless very high sampling and switching
frequency are employed. The torque and flux ripples of DTC
drive of the PMSM in Table 10.1 for zero hysteresis bands
for torque and flux controllers and for Ts = 75 and 125 μs
are shown in Figure 10.16(a) and (b), respectively. Clearly,
the sampling frequency affects the torque and flux ripples
substantially. These are some of the limitations of the DTC
technique (the basic DTC) described earlier in this section.



Figure 10.16 Variation of torque and stator flux linkage

ripples with sampling period. (a) Ts = 75 s and (a)

Ts = 125 s

10.3 DTC with fixed switching

frequency and reduced torque and

flux ripple

In order to employ fixed-frequency switching of the
inverter, say at 10 kHz, and reduce the torque and flux
ripples two schemes that use the space vector modulator
(SVM) technique [12,13]. Both schemes employ an SVM to
achieve fixed-frequency switching of the inverter, at the
same time retaining the inherent advantages of the DTC in
not using any coordinate transformation and current
controllers. The method of [12] uses one PI regulator
following the speed controller torque error is obtained and
utilizes a reference flux vector calculator (RFVC) as shown
in Figure 10.17(a).



Figure 10.17 (a) DTC controller with RFVC and SVM and

(b) RFVC

The discrete form of stator voltage equations of a PMSM
motor can be written as (10.16) in the stator reference
frame. Ts is the sampling interval,  is the stator flux-
linkage vector and i is the stator current vector. vk is the
required voltage vector for the flux linkage to reach the
reference flux-linkage vector ( ) at the end of the next
sampling interval. The selection rule of voltage space
vectors is based on the error vector, not on the region of
flux-linkage vector. For example, if the error flux-linkage



vector Δφk is between the vectors of V1 and V2, V1 and V2
are selected to adjust the error vector such that the error
vector is fully compensated. The calculation of the
durations (T1, T2 and T0) of voltage vectors are given by
(10.17)–(10.19) according to the SVM principle, as
indicated in Figure 10.18.

Figure 10.18 SVM with error voltage calculator for

elimination of Δφk

In the scheme of [13], illustrated in Figure 10.19, a
variable structure controller replaces the PI controller and



RFVC. In this scheme, the control objectives are to force
torque and flux-linkage errors, eT and eφ, along desired
trajectories or the switching surface, , where

where  and  are the errors between the
references and the estimated values of torque and square
of flux .  are positive control gains. When
the system states have reached the sliding manifold and
stay on the surface, then we have .

Figure 10.19 Torque and stator flux-linkage control using

variable structure controller

The derivatives of S are equal to zero, which gives



In order for the derivatives of the errors eT and eφ to
converge to zero, K1 and K2 need to be positive constants
and are chosen according to the desired system dynamics
as the amplitudes determine the convergence rates of error
dynamics. The design task is then reduced to enforcing
sliding mode (SM) in the manifolds  and  with
discontinuous stator voltage space vectors. The proof of
stability of this scheme via Lyapunov approach is fully
described in [13]. Torque and flux ripple performances of
the PMSM motor of Table 10.6 under RFVC and VS
controllers are shown in Figure 10.20(a) and (b),
respectively. Clearly the ripples are much reduced
compared to the basic DTC. The ripples in the stator
currents, shown in Figure 10.21(a) and (b) for the two
schemes, show most of the ripples confined around the
fixed switching frequency corresponding to Ts = 150 μs.

Table 10.6 Parameters of the IPM Motor IPMSM-II

Number of pole pairs P 2

Stator resistance R 5.8 Ω

Magnet flux linkage 0.533 Wb

d-axis inductance Ld 0.0448 H

q-axis inductance Lq 0.1024 H

Phase voltage V 132 V

Phase current I 3 A

Base speed ωb 1,260 rev/min

Crossover speed ωc 1,460 rev/min



Rated torque Tb 6 N-m

Rated power Pr 1 kW

Figure 10.20 Steady-state torque and flux linkage under (a)

RFVC-DTC and (b) VS-DTC, for operation at 1,200

rev/min with full load





Figure 10.21 Steady-state phase current of the (a) PI-DTC

and (b) VS-DTC and its spectrum at 1,200 rev/min

with full load and Ts = 150 μs

The transient responses of torque under the two
schemes are comparable to the response under basic DTC
without SVM. These responses are shown in Figure
10.22(a) and (b). The RFVC is slightly slower than the VS
and basic DTC, because of the PI controller used.

Figure 10.22 Dynamic torque and flux linkage under (a)

RFVC-DTC (b) VS-DTC, for operation at 1,200

rev/min when torque reference changes from −2

to 6 N-m (full load)

10.4 Closed-loop flux and torque

estimation

The FTE in the foregoing sections uses simple integrators
in the stator αβ reference frame. These estimators are



prone to error due the following reasons:

1. the inaccuracy of the integrator equation as a result of
drift due to offsets in the measurements of the inverter
supply voltage Vdc and the stator current sensors,

2. dead times employed in the inverter switches and diode
and voltage drops across the switches,

3. variation in stator temperatures due to temperature.

Because of these factors, accuracy of estimations of flux
linkage and torque become poor at low speed when the
fundamental input voltage to the machine and the back emf
are small. With integrator-based FTE, the DTC performance
deteriorates unacceptably at less than 10% of the base
speed for a PMSM, leading to instability below this speed.
In order to overcome the lack of accuracy of the FTE due to
the abovementioned issues, closed-loop observers have
been used. One of such closed-loop observers employs an
SM observer [14,15] which has very good robustness and
stability properties. A brief account of this stator flux
observer is given in the following. In this method, both
stator αβ and estimator rotor dq frames are utilized in
order to remove the speed dependency of the observers
that operate in only one of these frames.



where superscript ∧ denotes estimated values and K and Φ
are the feedback gains of the observer. The sliding surface
is defined by the stator current errors:

The flux estimation error dynamics is given by

The stability and robustness of this observer are
available in [15,16]. The stator resistance R is also
estimated within this observer.

Figure 10.23 shows torque and flux ripples when the
PMSM is operated at very low speeds (10 and 5 rev/min).
Torque and flux ripples are higher at 5 rev/min, as
expected. These ripples are much smaller due to higher
accuracy of the SM observer when the drive is operated at
1,200 rev/min, as shown in Figure 10.24. The dynamic
responses of torque and flux when speed reference speed
changes between −20 and +20 rev/min, as shown in Figure
10.25, are also satisfactory.



Figure 10.23 Steady-state torque and flux under SM

observer at very low speeds, under full-load torque



Figure 10.24 Steady-state torque and stator flux linkage

under SM observer at 1,200 rev/min with full load



Figure 10.25 Dynamic response of the DTFC drive with SM

observer for flux estimation from −20 to +20

rev/min with full load

10.5 Control trajectories with DTC

[10,11]

The foregoing sections have analyzed the DTC technique
for a PMSM and its performance in the steady-state and
dynamic conditions. The control trajectories defined by
(10.7) and (10.8) must also be followed under this scheme
with direct control of torque and flux linkage. This means



that torque and flux-linkage references T* and φ* which are
output of the speed controller must also satisfy the Ism and
Vsm limits while operating along the MTPA and FW
trajectories derived in Sections 10.1.2 and 10.1.3 and
indicated in Figure 10.3(a) and (b).

It should be noted that for each id–iq pair defined by the
MTPA and FW trajectories in the id–iq plane, there exist
corresponding T,  and δ values in (10.29)–(10.31).

10.5.1 The MTPA trajectory under DTC

For the MTPA trajectory, using (10.6) and (10.30), the flux-
linkage and load angle trajectories are given by



The relationships among , δ and positive torque T for a
PMSM are shown in Figure 10.13. For negative torque, 
remains the same and δ becomes negative.

As shown in Figure 10.26, both the amplitude and angle
of  increase with the increase in torque. When torque is
zero, angle d is also zero, and the stator flux is equal to the
rotor flux. As is also shown in this figure, the load angle δ
cannot exceed δm with the MTPA control when the torque
is limited below the maximum torque the motor can
produce.

Figure 10.26 Torque and δ as a function of the amplitude of

stator flux linkage for the MTPA trajectory

Also, according to (10.29), if two of the three variables,
namely T,  and δ, are known, the third one is uniquely
determined. Provided the torque is known, MTPA control is
achieved if the amplitude or the angle of the stator flux is
determined from the MTPA trajectory of Figure 10.26,
which can be stored in a lookup table [10]. For DTC, it is
obvious that the torque and the amplitude of the stator flux
linkage, rather than its angle, should be controlled. When



the torque and  are controlled in this way, the angle δ will
be automatically controlled and it will not exceed δm.

10.5.2 Current and voltage trajectories in

the T-λs plane

Similar to the trajectory control described in Sections
10.1.2 and 10.1.3, the maximum current and voltage
constraints of the motor/inverter have to be also taken into
account under DTC when the motor operates in the
constant-torque (i.e., below base speed) and FW regions
(above base speed) [11]. The current and voltage
constraints are rewritten in (10.35) and (10.36),
respectively:

From (10.32), (10.33) and (10.35), the current limit
trajectory in the T-λs plane can be plotted as shown in
Figure 10.27.



Figure 10.27 MTPA, current limit and voltage limit

trajectories with DTC

Because the stator voltage is proportional to the product
of the rotational speed and the amplitude of the stator flux
linkage, if the stator resistance is neglected,

where ωr is the rotational speed of the stator flux linkage.
The maximum voltage trajectories for a motor can be

determined by each (id, iq) pair and speed, and by using
steady-state voltage (10.4) and (10.5). From (10.36), the
maximum voltage limit for each speed is a vertical line (if
voltage drop in stator resistance is neglected), as indicated
in Figure 10.27. As speed increases, these lines move to the
left as is also indicated.

The current limit is satisfied if T and  are controlled on
and below the current limit trajectory. The intersection of



the current limit and MTPA trajectories is at A in Figure
10.27, which corresponds to the operating point with the
maximum torque and current with MTPA. For operation
below the base speed, torque and flux references should be
selected along OA. Below base speed, the voltage limit
trajectories are to the right of the MTPA OA. Therefore,
there is no requirement here to control the amplitude of the
stator flux linkage  to satisfy the voltage limit.

As the rotor speed increases, the voltage limit
trajectories move to the left of the intersection point A and
the stator flux will have to be reduced in order to satisfy
the voltage limit requirement. For operation above base
speed, the trajectory to the right of A is selected. Part of
this trajectory can be load dependent—it can be along the
MPTA, i.e., along OA if the load torque is below the torque
represented by the MTPA trajectory or along the current
limit and voltage-limited FW trajectories if it is higher [10].

10.5.3 Performance of PMSM under DTC

with trajectory following

The trajectory following of a PMSM with wide FW or CPSR
range is indicated in Figure 10.28. The motor is accelerated
from zero speed under MTPA. Current reaches limiting
value before speed reaches base speed. Current limit and
voltage trajectories are followed from 1,500 along
intersections of the current limit and voltage limit
trajectories. As the drive reaches its reference speed,
torque reference from the speed controller reduces and the
drive finally settles the desired speed.





Figure 10.28 (a) Dynamic responses of torque, flux linkage

and speed of a four-pole PMSM over a wide-speed

range and (b) MTPA and FW trajectories following

under DTFC under current and voltage limits

10.6 Summary

This chapter gives an account of the DTC technique for
PMSMs. It starts with the context of its development and
compares its performances with benchmarks from the
RFOC which uses a high-resolution speed/position sensor
mounted on the shaft to enable control in the rotor
reference from via coordinate transformations. Dynamic
performances of a PMSM under DTC were compared with
performances under RFOC for the same machine, inverter
and operating conditions for operation at speed above 10%
of the base speed where DTC can work well with flux and
torque estimations based on integration of back emf.
Performance limitations at lower speed due to the
inaccuracies inherent in the simple integrator-based FTE
and limitations of the variable and low-frequency switching
of the basic DTC were brought out. It was shown how SVM
technique has allowed fixed-frequency switching. The
usefulness of a closed-loop SM flux observer for delivering
much higher accuracy flux and torque estimation, resulting
in very low-speed operation, was also shown. Finally, the
incorporation of optimum torque and flux control
trajectories that operate the machine within its maximum
current/torque and voltage limits below base speed and in
the FW region under DTC was also described.

List of symbols

Rotor flux linkage
P Number of pole pairs



R Stator resistance
Ld d-axis inductance
Lq q-axis inductance
V Phase voltage
I Phase current
ωb Base speed
Tb Rated torque
ωc Crossover speed
T* Torque reference
φ*

s Stator flux-linkage reference
Stator flux vector
Rotor flux vector

δ Load angle
Pr Rated power
Tb Rated torque
ωr Rotational speed

Glossary of terms

Current

trajectories

Current references selected by the current
reference generator according to
requirements

Rotor flux-

oriented

control

Control of motor speed and torque using
current and voltage vectors
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The matrix converter (MC) is an AC–AC power converter
topology. The MC topologies are classified into two types:
direct MC (DMC) and the indirect MC (IMC) [1]. The IMC
topology is composed of a rectifier with six bidirectional
switches (BDSs) and a conventional voltage source inverter
(VSI) [2,3]. The large energy storage elements are
eliminated from the intermediate DC-link in this topology.
The DMC consists of a matrix of fully controlled BDSs
which directly connect any output phase to any input phase
without using any DC-link or energy storage elements. A
variable output voltage of a desired magnitude and
frequency can be generated by modulating the gating
pulses of BDSs in the MC [4–6].

This chapter mainly focuses on direct torque control
(DTC) for MC-driven interior permanent magnet
synchronous machine (IPMSM) drive. First of all, it gives a
brief overview on the fundamentals of MC followed by the



implementation of BDSs for MC. Two current commutation
strategies based on input voltage sign and output current
direction, respectively, are presented in this chapter. Some
other practical issues of MC are also discussed in this
chapter, in terms of input filter design and overvoltage
protection. Different modulation strategies for MC are
briefly reviewed in this chapter. Among these methods, the
indirect space vector modulation (SVM) is demonstrated by
considering the MC as a two-stage converter, rectifier and
inverter stages. The open-loop and closed-loop input power
factor (IPF) compensation schemes are presented followed
by the DTC schemes for MC drives.

In the conventional DTC for MC drives, the IPF of the
MC and the torque and stator flux of the motor are
regulated with three hysteresis comparators, respectively.
An improved DTC scheme is presented in this chapter. It
allows great reduction of input current harmonics without
sacrificing the output performance or increasing the
complexity of the system. Combination of DTC with indirect
space vector modulation (ISVM) for MC can solve the
associated problems with hysteresis DTC scheme, such as
high torque and flux ripples, high input/output harmonics
and variable switching frequency. In the direct torque and
flux control (DTFC), closed-loop control of both torque and
stator flux is realized on the stator flux reference frame.
The DTFC for the MC employs ISVM to synthesize the
required input current and output voltage vectors.
Experimental verification has been carried out, confirming
the effectiveness of each DTC scheme and the performance
improvement of the DTFC-ISVM scheme.

IMC-driven motor drives are discussed in the last part of
the chapter. The modulation scheme and indirect rotor flux-
oriented control (IRFOC) of induction machine drive are
presented in this part.



11.1 Matrix converter

The general MC is defined as a single-stage converter
which consists of a matrix of m × n BDSs to directly
connect an m-phase voltage source to an n-phase load.
Typically, a 3 × 3 MC, as shown in Figure 11.1, has
attracted the highest practical interest as it connects a
three-phase voltage source, a standard AC mains, to a
three-phase load, a standard motor. The purpose of this
section is to give a brief review of the main aspects
concerning three-phase-to-three-phase MC operation and
basic issues of this topology. It is worth noting that this
direct input–output connecting configuration by a 3 × 3
matrix of BDSs is just one of the possible MC topologies [7–
9].

Figure 11.1 Power circuit of three-to-three-phase MC

11.1.1 Fundamentals of MC



The relationships between input and output quantities can
be expressed as (11.1) and (11.2), where each element in
the instantaneous transfer matrix represents the status of
each BDS of the MC.

where .
Since MC is a voltage-fed system at the input and a

current-fed at the output, the following two requirements
must be fulfilled at any time expressed as (11.3): no short
circuit between input terminals and no open circuit on the
output terminals. Therefore, an output must be connected
all the time to one and only one of the input terminals to
avoid output current interruption and short circuit between
input phases.

Generally, the digital control algorithm is executed in
every sampling period which is normally the same as
switching period. Therefore, the instantaneous mathematic
model is not applicable to digital control, and the turn-on
time of each BDS in each sampling period should be found
out by the modulation strategy. Considering that the
switching frequency is much higher than the frequencies of
input and output, the relationships between input and



output quantities of the MC can be described with a low-
frequency transfer matrix as (11.4) and (11.5).  is the
duty cycle of BDS , defined as . All the
modulation strategies aim to find the solutions to this low-
frequency transfer matrix in the MC mathematic model.

where  and .

11.1.2 Implementation of MC

11.1.2.1 BDS realization

A BDS, also called four-quadrant switch, has to be capable
of conducting current and blocking voltage in both
directions. Unfortunately, there are no such devices
available so far. Consequently, discrete unidirectional
semiconductor devices have to be used to construct
suitable four-quadrant switch. Figure 11.2 shows different
BDS configurations using discrete devices. The diode-
bridge (DB) BDS composed of one active device at the
center of a single-phase DB requires only one gate driver
with one isolated power supply, but its conduction losses
are higher than other arrangements. Moreover, some
advanced commutation strategies are not allowed with only
one controllable device per BDS [10]. The common emitter



(CE) and common collector (CC) BDSs consist of two active
devices and two diodes connected in antiparallel as shown
in Figure 11.2(b) and (c). The diodes are included to
provide the reverse blocking capability. The CC and CE
arrangements allow independent control of the current
direction, and it is more flexible to perform the current
commutation between input phases with these two
configurations. Compared to the DB arrangement, the
conduction losses are reduced since less number of devices
conduct current at any one time. Using the active devices
with reverse voltage block capability, such as reverse
blocking IGBT (RB-IGBT) [11–13], can reduce the total
number of devices in the converter, eliminating two
antiparallel diodes from each BDS.

Figure 11.2 Typical BDS arrangements: (a) DB BDS, (b) CE

BDS, (c) CC BDS, and (d) RB-IGBT BDS

In regard to the gate driver circuit, the CE BDS MC
requires nine isolated gate drive power supplies. The CC
and RB-IGBT arrangements only require six isolated power
supplies. However, the CE arrangement is much easier to
make a modular structure with only one isolated gate drive
power supply per BDS. It may be better for compact design
of high-power MCs. In practice, the operation with only six
isolated supplies is generally not viable due to the stray



inductance of input and output bus bars for the CC and RB-
IGBT arrangements.

Integrated power module leads to a very compact
converter. The circuit layout is improved and the stray
inductance is minimized. A few manufacturers offered
commercial power modules for MC applications as shown
in Table 11.1. These range from individual BDSs to three-
phase-to-single-phase modules to entire three-phase-to-
three-phase converters. The first all-in-one matrix module
was developed by EUPEC/Infineon [14]. Many
experimental and demonstration projects used this CC full
three-phase-to-three-phase module rated at 35 A and 1,200
V as the basis for the MC [15,16]. It offers a very high level
of integration and power density. Fuji Electric developed
three-phase-to-three-phase MC modules based on RB-IGBT
arrangement in order to reduce the on-state loss of BDSs
by eliminating on-state loss of series-connected diodes.

Table 11.1 Commercial integrated power modules for

matrix converter [6]

Since Venturini first presented the modulation strategy
for MC operation in 1980 [17], the MC technology has been



widely studied [1–16]. Through the continuous R&D efforts,
Yaskawa and Fuji Electric Systems have successfully
commercialized the MC products at the general drives
market [18,19]. Both series are aimed at the high energy
efficiency, low harmonics, line regeneration, compact all-in-
one unit and solving typical motor drive issues, such as
bulky and lifetime-limited DC bus capacitors, bearing
currents and common mode currents.

11.1.2.2 Input filter design

Although the MC is regarded as an all-silicon solution to
power conversion, due to the elimination of the bulky and
expensive DC-link capacitors from conventional indirect
frequency converters, it also requires a minimum of
reactive components found in the input filter and clamp
circuit. However, typically the size of input inductor of an
MC will almost always be smaller than that of an
equivalently rated PWM converter [6]. The input filter
provides a voltage-stiff port to the MC circuit and
attenuates the undesired switching harmonics injected into
the power supply.

Although multistage filter topology is preferable in order
to achieve higher attenuation at the switching frequency,
the single-stage LC filter is the best alternative considering
cost, size and complexity [20,21]. Figure 11.3 shows
several possible configurations of single-stage LC filters.
The design of the LC input filter has to take the following
requirements into account [4,21].



Figure 11.3 Possible single-stage LC filter configurations:

(a) simple LC filter, (b) series damping resistors,

and (c) parallel damping resistors

An input filter has a cut-off frequency lower than the
switching frequency of the converter. The resonant
frequency of the filter has to be positioned between the
fundamental and the switching frequencies, where no
unwanted harmonic components exist. This requirement
restricts the range of the product of inductance and
capacitance.

where  and  are the inductance and capacitance of the
input filter and ,  and  are the fundamental frequency
of the power supply, resonant frequency of the input filter
and switching frequency of the MC, respectively.

The second requirement is to maximize the IPF, , at
the grid frequency for a given minimum output power, .
Considering an ideal MC and neglecting the voltage drop
across the inductor, the displacement angle between the
filter input voltage and current is proportional to the filter
capacitance as follows:



where  is the minimum power level where the
displacement angle reaches its limit , and  and  are
the rated input phase voltage and angular frequency of the
power grid, respectively.

Therefore, in order to maintain a high IPF in the whole
operation region, the capacitor size has to be minimized.
The upper limit for the filter capacitance can be found at 

 for a given . Although the input displacement factor
due to large capacitance can be compensated to unity, the
compensation will sacrifice the maximum voltage transfer
ratio of MC.

The last but not the least requirement is to minimize the
filter inductor voltage drop at the rated current in order to
provide the highest output voltage.

where  is the voltage drop in voltage magnitude due to
the input filter inductor and  is the filter inductance in p.u.
( ).  is the voltage which is not transferred to
the output of the MC at any transfer ratio.

The input filter design also has to consider different
power density of film capacitors and iron chokes to
minimize the volume and weight of the input filter.

where  and  are the installed volt-ampere (VA) in
reactive components,  and , the input



active power at unity power factor at rated load.
In order to reduce the level of oscillating energy

accumulating in the filter inductor during transients,
parallel damping resistors are used to bypass the inductors
in practice [22]. Neglecting the resistance of the inductor,
the damping factor  of the LC filter can be simplified as
follows:

There is a conflict between the damping factor and
filtering performance. The higher the damping factor (the
lower the resistance) is, the worse the high-frequency
attenuation capability is and the higher the loss is on the
damping resistor [22]. The damping factor has to be
selected for a compromise solution to both of resonance
frequency damping performance and high-frequency
harmonic attenuation.

11.1.2.3 Power circuit layout

As discussed in [5], the input of the MC is the voltage-stiff
(capacitive) port and the output is the inductive current-
stiff port. For a typical three-phase LC input filter, the filter
capacitors generally make the voltage-stiff input of the MC.
Therefore, it is important that the input filter capacitors
need to be properly integrated into the power circuit to
achieve safe current commutation between BDSs. As there
are nine BDSs connected to the voltage-stiff input port,
three for each phase, in the MC circuit, one of solutions
with minimized parasitic inductance between the input
filter capacitors and the power stage is to connect the
capacitor as close as possible to the BDSs as shown in
Figure 11.4. As each input connects to three BDSs, a



capacitor with the capacitance value  is connected to
each BDS on this phase, totally nine such capacitors for a
three-phase MC.

Figure 11.4 (a) Input filter arrangement and (b) power

circuit layout of an MC prototype

11.1.2.4 Protections

Similar to any other static converters, the MC needs to be
prevented from failure under fault conditions. Such faults



may result in overvoltage, overcurrent and even short
circuit which might be destructive to its semiconductor
devices. Overcurrent protection needs to monitor the
current by resistor sensing or current transducer. When
the detected current reaches the overcurrent protection
level, the converter will be immediately shut down by
turning off all switches or reducing the motor current to
zero by a controlled shutdown, controlling freewheeling
states without causing overvoltage [23]. As shown in Figure
11.5, short-circuit protection can be done within the gate
drive circuit by detecting IGBT collector–emitter voltage,
Vce. In case of a short circuit, the saturation voltage will
rise and the driver will detect a short circuit. The IGBT is
switched off, a short circuit is indicated and converter is
forced to shut down. The trip reference level can be
adjusted according to the IGBT’s transfer characteristic
and current rating.

Figure 11.5 Schematic of desaturation-based short-circuit

protection



Furthermore, the MC is more sensitive and susceptible
to disturbances due to the lack of DC-link energy storage
elements and freewheeling paths. An overvoltage may be
caused by such disturbances as voltage spikes due to faulty
commutation or parasitic inductance, forced shutdown of
the converter due to the overcurrent or short-circuit failure
and possible overvoltage originated by input line
perturbations. Therefore, protection issues exist in both the
grid and the motor side of MC. A straight and simple
solution is to connect a capacitor clamp circuit to the input
and output terminals via two three-phase fast recovery DBs
[24], as shown in Figure 11.6. A new clamp configuration
uses six diodes from the BDSs and six extra diodes to
achieve the same purpose [25]. But it requires a special
arrangement of placing three CE BSDs in the switch matrix
with three more isolated power supplies for gate drivers.

Figure 11.6 Diode clamp circuit for MC

An alternative strategy replaces the clamp circuit by
varistors to protect each IGBT [26]. Varistors are
connected across the terminals at the input and output of
the converter, respectively, as shown in Figure 11.7.
Bidirectional transient voltage suppressor provides fast
clamping action without aging problem of varistors. Since
the standoff voltage of a single power Zener diode (see
Figure 11.8) nowadays has not reached the voltage levels



in many standard industrial applications, this method is
suitable for low-voltage stress applications [27].

Figure 11.7 Varistor clamp circuit for MC



Figure 11.8 Zener diode clamp circuit for MC

To protect a single IGBT against overvoltage, the gate
driver of each IGBT contains an active clamping function as
shown in Figure 11.9. If the voltage across the IGBT
exceeds the breakdown voltage of the Zener diode, the
Zener diode becomes conductive and the gate of IGBT is
charged again. The IGBT is driven into its active region in
order to dissipate the excess inductive load energy. Since
the clamping operation happens only until all IGBTs are off,
the losses will not do any harm to the IGBT chip [26].

Figure 11.9 Transient voltage suppressor-active clamping

circuit for MC

To ensure a good performance and lifetime of the
converter, a combination of both protection strategies is
suggested.

A soft shutdown solution without using a clamp circuit
has been proposed by adding extra shutdown switching
states and paths in the commutation process [23].

11.1.3 Current commutation strategies



According to the modulation algorithm, when output has to
be commutated from one input phase to another, two basic
rules must be obeyed: one is that input terminals should
never be short-circuited and the other is that any output
phase must never be open for an inductive load. That
means, for each output phase, no two BDSs are switched on
at any instant and not all are off at any instant. Therefore, a
reliable current commutation between BDSs is crucial for
MCs to operate safely without causing the hazard of a short
circuit or a large overvoltage. In order to determine the
proper switching sequence of the devices, either input line
voltage signs and/or output current directions are required
to implement the commutation. According to the
information that it relies on, the commutation strategies
can be classified into three categories, namely
commutations based on current direction, input voltage,
and current and voltage signs. The commutation strategies
can be also classified according to the number of switching
states or the number of step delays involved in each
commutation process.

Dead-time commutation and overlap commutation were
proposed for the DB arrangement or the real BDS. Either of
them requires undesired extra bulky components to
minimize the hazard of power circuit, which compromises
the volumetric advantage and increases losses of MC [28–
30].

To overcome the complexity of the control and
realization, common-collector, common-emitter and
antiparallel arrangements of two RB-IGBTs have
established as the most used BDS configurations [4].
Therefore, the commutation strategies discussed in this
section will be applied to these types of configurations.
After most of the existing commutation strategies are
reviewed, a modified current-direction-based commutation
strategy is proposed. The principle of this method is to



smoothly switch between four-step and two-step
commutations based on a predefined current threshold.

11.1.3.1 Input voltage sign-based

commutation

To make it simple, the commutation strategy is explained
by considering just two-phase-to-single-phase MC. The two
basic requirements, which the commutation has to fulfill at
all times, can be visualized in the simplified circuit with two
BDS cells across two input lines and one output line of an
MC as shown in Figure 11.10(a) and (b). The switches,
SaA2 and SbA2, connected to the output line are called
positive switches allowing conducting the positive current.
The negative current can flow in the switches, SaA1 and
SbA1, connected to the input terminals.

Figure 11.10 Schematic of a two-phase to single-phase MC:

(a) Potential short circuit and (b) Potential open

circuit

Different commutation techniques have been proposed
and implemented in [17,31–34]. In a similar way to a
commutation process in a traditional VSI, the “staggered



commutation” can be applied to the MC, as there are no
natural freewheeling paths in MCs [17]. To achieve this
aim, relative magnitudes of input voltages involved in the
commutation have to be known in order to determine the
switching configuration for each step of the commutation
by sensing and comparing the magnitudes of the voltages.

In steady state, both positive and negative switches in
the active BDS are turned on, allowing both directions of
current flow. In the transition, there are two freewheeling
devices turned on within the two commutating BDSs,
allowing either positive or negative current flow. In Figure
11.10(b), assuming , negative switch  is a
freewheeling device and positive switch  is another
freewheeling device. Once the freewheeling devices have
been identified, the switching sequential steps for the
commutation between any two input lines can be staggered
as follows.

The freewheeling switch of the incoming BDS is always
turned off at the first step. The non-freewheeling device of
the outgoing BDS is switched off at the second step
followed by gating the other non-freewheeling device of the
incoming BDS at the third step. The load current has now
commutated from the outgoing to the incoming phase.
Another steady state will be set up after the freewheeling
switch of the outgoing BDS is turned off at the last step.
The switching diagram is shown in Figure 11.11(a) and (b).
The actual output current commutation instant is
highlighted in the switching state diagram.



Figure 11.11 Switching diagram of the four-step voltage

based commutation strategy between two BDS

cells: (a) timing diagram and (b) switching states

diagram

It has to be noted that the identification of freewheeling
devices relies on the sign of the voltage rather than that of
the output current, but the actual output current



commutation takes place either at the second or the third
step during the process depending on the output current
direction. In the case of commutation from  to  under
positive line voltage, when  is turned on,  and  are
reverse biased and block the voltage . The positive
current is still carried by . The current commutation
does not commence until  is turned off when the reverse
bias ends. If a negative current is required to transfer from 

 to , the load current is fed to  through  and  at
the first two steps when  is turned off followed by
turning on , because neither of them can carry negative
current. But when  is gated at the third step, the transfer
of output current takes place because  remains forward
biased in the process. In the similar way, the current
commutation instants under negative line voltage can be
analyzed and found.

A seminatural two-step commutation strategy, based on
the input voltage measurement, has been proposed and
implemented in [31]. All the devices are kept on except
those required to block the reverse voltage. This allows
relatively simple commutation of the current between input
phases. It is noted that the precise detection of voltage sign
at zero crossing of phase-to-phase voltages is critical for
this type of communication methods. Poorly selected
switching sequence during a commutation will short-circuit
the commutating phases [33]. An extra hardware sign
detector can be used at the expense of converter cost
increase which is not desired. Simply prohibiting a
commutation in the critical area leads to distortions in the
input currents because the expected switching states are
not executed. Current direction information can help in
most of the cases except the situations in which both signs
are unsure. Another effective way is to take the place of a
critical sequence by two uncritical sequences. Insertion of
two extra uncritical sequences can increase the robustness
of the voltage sign-based commutation. However, it



increases the number of switching transients in each
commutation process and thus the switching losses [33].

11.1.3.2 Current direction-based

commutation

A four-step current-controlled commutation was first
proposed in [34]. The main difference between this method
and the voltage sign-based techniques is that there are no
freewheeling paths turned on in this method. The direction
of the output current flowing through the commutating
BDS is the control object. A simplified commutation circuit
shown in Figure 11.10 is helpful to explain this strategy.

In four-step current-based commutation, both of the
IGBTs in the active BDS are turned on in steady states to
allow both directions of current flow. Figure 11.12(a)
shows the timing diagram of two commutations taking
place in output current zero-crossing area, where the
output current is transferred between BDS  and . There
are three time delays for the first three steps, since the last
turned-on switch would be turned off first in next
commutation process. It would not cause any hazard even if
it failed to be turned on before the new commutation
commenced.



Figure 11.12 Switching diagram of the four-step current

direction-based commutation strategy between

two BDS cells: (a) timing diagram and (b)

switching states diagram

The actual commutation instants are marked in the
switching states diagram shown in Figure 11.12(b). It can



be seen that they occur either at the second or third step
depending on the voltages connected to the two
commutating BDSs. The following explanation assumes a
positive load current in the direction shown in Figure
11.10(a) and initial steady state that BDS  is closed.
When a commutation to  is required, the current
direction is used to determine which device in the active
BDS is idle without conducting current,  in this case. 
is turned off immediately. After a short time to complete
turn-off of ,  is turned on. If , the current is
transferred from  to  at this point. The turn-on losses
occur in  and  during the current commutation, while
no switching losses are incurred in BDS  due to zero
current turn-off of both  and . It is different from the
commutation condition when . The current transfer
will take place when the outgoing device  is being turned
off instead. And BDS  is free of switching losses while
turn-off of  incurs losses. At last, the remaining device in
the incoming BDS  is turned on to allow current reversal.
The delay between each switching event is determined by
the device switching characteristics and gate drive
propagation delays. The four-step current commutation can
be implemented by using D flip-flops and logic gates as
shown in Figure 11.13. Switching signals for the BDSs are
synchronized to the system clock by using synchronizing D
flip-flops. AND gate is taking the synchronized control
signal and the inversion of its adjacent signal to prevent
any chances of overlapping. The step delay is determined
by the period of synchronizing clock signal.



Figure 11.13 Overall circuit of four-step switching

sequencer [35]

It can be noticed that there are two idle switches
operated during the commutation process which create two
additional steps. Reduction of the number of steps, i.e. a
faster commutation process, can decrease the limit to the
minimum switching pulse width and thus the width of the
control discontinuity within the linear operating region of
the MC. Consequently, two-step commutation strategies
have been deemed preferable to four-step commutation
strategies due to the improved modulation performance
[10].

The basic idea of the two-step current-based
commutation is never to operate the non-conducting IGBTs
during the commutation process. In steady states, only the



carrying current IGBT is closed in the target BDS. There is
a potential problem in the critical area where the current is
close to zero. It is difficult to get a precise sign of the
current without adding additional hardware. One of the
solutions is to insert a dead zone at zero-crossing point
where no commutation is allowed after turning on the non-
conducting IGBT. The current transfers between the two
IGBTs of the same BDS without changing the input phase,
which is called “inter-switch commutation” [30]. The
normal operation is not resumed until the current exceeds
this critical area. A small predefined threshold value 
determines the width of the inter-switch commutation area.
The prohibition of phase commutation within the threshold
will degrade output current and voltage to some extent. It
is even poorer when the current measurement has a big
offset. The communication won’t work at the light load
when the output current is too small to exceed the
threshold. The dead-time commutation can be applied to
enhance the threshold commutation. This is not desired
because the output current is interrupted during the dead
time when the output current threshold value is big in high-
rating converters.

The current direction and threshold rely on the accuracy
of the current transducer which is necessary in the MC
control system. The inter-switch commutation area can be
minimized by significantly improved current direction
detection with the gate drive level intelligence. The current
sign is detected by monitoring the polarity of the voltage
drop of each IGBT within every BDS. The dead time is
minimized so that breaking a current at the zero crossing
does not cause significant overvoltage [4,36].

Although this improved two-step commutation strategy
performs fast and safe commutations, it needs to monitor
the collector–emitter voltages with gate drive level circuit.
It also requires more isolation circuit, like high-speed
optocoupler, between the decision unit and current



detection unit. It does increase the cost of the converter
and the propagation delay of current direction passing in
the communication loop.

A hybrid commutation strategy is an extension of the
two-step dead-time communication method. It can simply
solve the problem incurred by the inter-switch
commutation. The normal four-step current commutation is
executed within the threshold band . The two-step
commutation is performed when the load current is higher
than the threshold. This commutation technique does not
need any specially designed hardware for accurate current
sign or isolation circuit apart from output current sign and
threshold detection circuit which can be easily
implemented by adding a comparator into the current
measurement circuit. Smaller time delays are set for each
step due to less switching time needed to transfer such a
small current within . Since the final switching states for
four-step and two-step commutations are different, the
transition between the two-step and four-step execution
should be taken into account. As shown in Figure 11.14,
States “1100” and “0011” are the steady states for four-
step and “1000,” “0010,” “0100” and “0100” for the two-
step commutation. There exist the following three cases
when the current crosses the boundary of hysteresis band.

Case 1: No commutation is requested during the transition
when the current is crossing the boundary. If the absolute
value of current is increasing and is about to exceed , the
non-conducting switch of the active BDS is turned off
preparing for the two-step commutation. For example, four-
step state “1100” is changed to “1000” during the
transition if current is higher than . If the current is
decreasing within the bandwidth , the non-conducting
switch  will be turned on for the incoming four-step
commutation.



Case 2: Commutation is requested during the transition.
The four-step commutation needs to switch to two-step
commutation when current is increasing and about to
exceed . The fourth step, turning on the non-conducting
device of active BDS, does not need to be executed because
the current direction is surely either positive or negative. It
becomes a three-step commutation, only the conducting
switch turned on. For example, the commutation ends with
the third step state “1000” or “0010” if current is positive
and bigger than .

Case 3: Commutation is requested during the transition.
The two-step commutation needs to switch to four-step
commutation when current is decreasing into the threshold
band. An extra step, turning on the non-conducting device
of active BDS, must be added at the end of two-step
commutation. This allows reverse current to flow as the
load current may change the direction before the next four-
step commutation request comes. Therefore, a two-step
steady state has to change to a four-step steady state. For
example, if the current is positive but less than , state
“1100” has to be executed after “1000.” The four-step
commutation can only start after this extra step.



Figure 11.14 Switching diagram of a hybrid commutation

based on current direction and threshold

11.1.4 Modulation techniques

11.1.4.1 Alesina–Venturini (AV)

method

This strategy allows the control of the output voltages and
IPF based on the duty-cycle matrix approach [37]. The
computation of nine duty cycles in the transfer matrix in
(11.4) can be expressed in terms of input and target output
voltages by the following equation assuming the unity IPF.

where  is the magnitude of the input voltage, and  and 
represent the specific input voltage and target output



voltage, respectively. Considering the constraint 
, six duty cycles are calculated by (11.11) in

real-time implementation. It is required to measure two
line-to-line or phase voltages to calculate the magnitude of
the input voltage vector. Typical waveforms of the
input/output voltages and currents at the maximum voltage
transfer ratio are shown in Figure 11.15.

Figure 11.15 Waveforms of AV method at 50 Hz, q = 0.5

11.1.4.2 Optimum AV method

An injection of a third harmonic component of input and
output voltages in the reference output voltages (11.12)
can fit the output voltage within the input voltage envelope
with a voltage transfer ratio up to 0.866 [17,31–38].



where  is the magnitude of the reference output voltage, 
 and  are the angular frequencies of input and output

voltages, respectively, and  is the phase angle
of corresponding output voltage when J = A, B and C,
respectively.

The formal solution including the input displacement
factor control in [17] can be simply described as (11.13) for
the real-time application, when the unity IPF is required.

where  is the transfer ratio and  is the
phase angle of corresponding input voltage when 

, respectively.
It is noted that the IPF is controlled by inserting a phase

shift between the measured input voltages and virtual input
voltages  into (11.13) at the expense of maximum voltage
ratio. And the injected third harmonic addition just moves
the common point of output voltage waveforms with
respect to the neutral point of the input voltage. However,
it does not have any effect on the output line-to-line
voltages and neither on the load currents since there is no
neutral connection between the input and load [4]. Typical
waveforms of the input/output voltages and currents are
shown in Figure 11.16. The voltage transfer ratio is higher
than 0.5. The third harmonics injected in the reference
output voltage do not affect the input/output performance
of the MC as they are cancelled out by a start-connected
load.



Figure 11.16 Waveforms of optimum AV method at 50 Hz, q

= 0.7

11.1.4.3 Scalar modulation methods

The motivation behind scalar modulation is usually given as
the perceived complexity of the Venturini method [4]. The
active times for the three switches associated with the
required output voltages rely on measuring of



instantaneous input voltages and assigning K–L–M variable
subscripts to the input phases according to the following
rules [39,40].

Rule 1: At any instant, assign subscript “M” to the input
which has a polarity different from the other two.
Rule 2: Assign subscript “L” to the smaller (in absolute
value) one of the two remaining phases. The third input
is assigned by subscript “K.”

The duty cycles are given by (11.14), and the
corresponding output voltage is then expressed by (11.15):

In the similar way to optimum AV method, common
mode addition is superposed over the target output voltage
to achieve 0.866 transfer ratio. The modulation duty cycles
can also be expressed in the similar form (11.16).

It is noted that the only difference from the AV method
is that the last term is prorated with voltage ratio in AV
method but fixed at maximum value in the scalar method.
The input/output waveforms of MC using scalar modulation
are presented in Figure 11.17. The duty cycle difference
between scalar and AV optimum methods is illustrated in
Figure 11.18.



Figure 11.17 Waveforms of Roy’s method at 50 Hz, q = 0.7



Figure 11.18 The modulation duty cycles for output phase-A

in optimum AV and scalar methods (50 Hz, q =

0.7)

11.1.4.4 Carrier-based modulation

method [41]

The offset duty ratios corresponding to the three input
phases are chosen as

where  is the IPF angle and  is the phase
angle of corresponding input voltage when ,
respectively.

The three-phase modulation indices for output phase 
 are defined as



where k is the amplitude of the modulation indices , 
, and  is the phase shift of corresponding output

phase, respectively.
To fully utilize the input voltage capability, an additional

common mode term, , is added to 
. The amplitude of  will be enhanced from 0.5 to 0.57.

The duty cycles for output phase- are

Considering the constraint that the output phase has to
be connected to any of the input phases in any switching
cycle, . Another common-mode duty ratio of 

 is added to into . The addition of the
common-mode duty ratio injected in all switches will not
affect the output line-to-line voltages and input currents.

This carrier-based modulation scheme allows the IPF to
be controlled. The duty cycles are affected by the IPF. To
have a unity power factor,  has to be chosen equal to
zero.

Switching signals corresponding to the output phase-A
can be obtained by comparing control signals with a
triangular carrier using normal PWM strategy as shown in
Figure 11.19. The input/output waveforms in Figure 11.20
show that the displacement angle between the input
voltage and current is changed from 0° to 30° lagging
immediately after a very short transition.



Figure 11.19 Switching signals obtained from a triangular

carrier-based PWM



Figure 11.20 Input/output waveforms of MC with carrier-

based PWM

11.1.4.5 SVM method

Direct SVM

In direct SVM algorithm [42], the instantaneous input
current phase angle , as well as the output voltage vector 

, is taken as the reference quantity at each sampling
period, as shown in Figure 11.21. The control of input
displacement factor can be achieved by controlling , as
the input voltage phase angle is obtained by the
measurement of three-phase voltages.

Figure 11.21 Output voltage vectors and input current

vectors for direct SVM

The duration of the selected switching configurations,
known as vector duty cycles, are calculated in (11.20)–
(11.24). The vector duty cycles are then assigned to four



active and up to three zero configurations selected from
Table 11.2. The procedure of converting vector duty cycles
into active switching configuration duty cycles is
accomplished according to Table 11.3. For instance, sector
pair of (I, 1) or (IV, 4) determines that the active switching
configurations +9, −7, −3 and +1 are to be used in the
synthesis of vectors. Zero configurations are applied to
complete the cycle period. There are three zero
configurations available in Table 11.2. Different ways to
utilize the three zero configurations define different
switching patterns, which are characterized by different
behaviors in terms of the ripple in input and output
quantities.

Table 11.2 Switching configurations of matrix converter

used in direct SVM



Table 11.3 Selection of switching configurations for each

combination of output and input vector sectors

where  and  are the output voltage and input current
phase angles with respect to the bisecting lines of the
corresponding sectors, respectively,  is the input current
displacement angle and  is the voltage transfer



ratio. The following angle limits should be applied in the
equations above.

Indirect space vector modulation

The motivation behind indirect modulation is to derive a
control algorithm for MC from the known PWM strategies
for conventional converters. By imaginarily splitting the MC
into rectifier stage and inverter stage as shown in Figure
11.22, the input current vector and output voltage vector
are synthesized independently and then the two modulation
results are combined to complete the modulation for the
entire MC [43–45]. In this way, it is easier to understand
and implement the modulation algorithm, since the PWM
methods for rectifier and inverter are well established.
Moreover, it is possible to apply many control algorithms
for PWM inverter-fed motors straightway to MC drives with
sinusoidal input current and instantaneous IPF control.

Figure 11.22 Input vector modulation in the rectifier stage

using ISVM



The rectifier stage in the equivalent circuit in Figure
11.22 can be assumed to be a stand-alone current source
rectifier (CSR) to provide a constant virtual DC-link
voltage, , loaded by a DC current, .

Based on the SVM theory, the reference input current
vector  is synthesized by two adjacent switching vectors 
and . The input currents are considered constant during a
short switching interval  which is much shorter than the
fundamental frequency of the currents. The active vectors
are selected according to the location of the input current
vector in the hexagon in a complex plane as shown in
Figure 11.22.

The durations of  and  are given as

where current modulation index  is between zero
and one, and  is the relative input voltage vector position
inside the corresponding sector. The average virtual DC-
link current is deduced on the basis that DC power flow is
equal to output power at any instant.

It can be seen that the modulation for the entire MC can
be deduced by working out the relationship between the
output and the DC-link in VSI stage. Considering the
inverter part of the equivalent circuit as a conventional
voltage supplied inverter by a virtual DC-link. The
conventional SVM for VSI is straightway applied to the
inverter stage. In the exactly same way as SVM-VSI to
synthesize the target output voltage as shown in Figure
11.23, the duty cycles of the adjacent active vectors are
calculated by



where  is the reference output voltage angle referring to
the bisecting line of the corresponding sector.

Figure 11.23 Output vector modulation in the inverter stage

using ISVM

The averaged virtual DC-link voltage can be found based
on the power flow equation since there is no energy storage
and ideal switches are assumed in the converter.

where  is the input displacement angle between input
voltage and current vectors. In order to get a maximum
transfer ratio, rectifier stage usually operates the maximum
modulation index, i.e. . The voltage modulation index
defines the desired voltage transfer ratio as



Under unity IPF, , the maximum voltage ratio 
 can be obtained when .

The required switch states for each voltage and current
vector pair can be realized by the proper switching
combinations given in Table 11.4. To minimize the number
of commutations, the sequence follows a U-shape when the
sum of current and voltage sectors is even. Otherwise, an
inverted U-shape is followed. For an arbitrary sector
location of output and input vectors, the duty cycles of the
combined active vectors are now derived from the product
of the vector duty cycles in rectifier and inverter stages.
Zero vectors are used to complete the sampling period .

Table 11.4. Sequence of switching combinations in U-

shape, N-shape or inversed shapes



It is obvious that the output voltage vector  and the
input current displacement angle  are known as
reference quantities at any cycle period. As it is illustrated
by Figure 11.22, the control of IPF can be achieved by
controlling the phase angle of input current vector since
the input voltage phase angle is imposed by the measured
supply voltages. Usually, the input current vector is
adjusted to lag the input voltage to compensate the effect
of the input filter capacitor currents on the IPF.

11.1.5 IPF compensation for MC

An input filter is necessary for an MC system to improve
the input current quality with low harmonic components, as
well as to provide stiff input voltages to the MC circuit.
However, the characteristics of input LC filter make the
unity IPF obtained only at high output power level. The IPF
at the power supply degrades significantly from the desired
unity power factor in the low output power condition.

In order to overcome this problem, the displacement
angle between the input current and input voltage of the
MC needs to be compensated. Two compensation
algorithms will be introduced in this section: open-loop
compensation based on the direct calculation of the
compensated angle [46] and closed-loop compensation-
based proportional and integral (PI) controller [47].



11.1.5.1 Open-loop IPF compensation

The phase shift imposed by the reactive components of
input filters can be found from the following basic
equations regarding the voltages and currents of power
supply and input filter. These equations are derived from
an equivalent single-phase model of MC as shown in Figure
11.24.

Figure 11.24 Equivalent circuit of a single-phase input filter

of MC

Considering the fundamental component of the voltages
and currents and taking the power supply frequency as the
fundamental frequency, , the magnitude and phase angle
of the voltage and current of the MC can be obtained as in
(11.37). The power supply voltage, , is used as the
reference, and the unity IPF at the power supply is
guaranteed by the MC modulation algorithm.



From (11.37),  always leads the input current of the
MC, , with the following displacement angle:

This displacement angle is introduced in the MC
modulation algorithm in order to achieve a unity IPF
operation. From (11.38), the compensated displacement
angle depends on three parameters: L and C values of the
input filter and the fundamental component of supply
current , which varies with the output power level of the
MC. Reducing the filter capacitance or increasing the filter
inductance can reduce this compensated angle. However,
this will result in higher harmonic components in the input
current or higher voltage drop across the filter inductor.
High output power leads to high IPF as the amplitude of
the supply current is increased with the load. To achieve a
maximum IPF at the power supply, the MC modulation
method must be revised to compensate for the phase shift
caused by the input filter. As a result, the input current  of
the MC is imposed to lag the supply voltage  with a
displacement angle . The maximum compensated
displacement angle is limited within  or by the desired
voltage transfer ratio so that the duty cycles in the
modulation are always between zero and one.



where the desired voltage transfer ratio . The
maximum voltage transfer ratio of the MC will be reduced
to  if IPF compensation is employed.

The performance of open-loop IPF compensator is shown
in Figure 11.25. It has been tested with a step change of
the desired power factor angle from 0° to −45°. The input
current to the MC, , lags the corresponding phase voltage
in order to achieve the unity power factor at power supply
side. A positive compensated displacement angle is
imposed to the modulation. In the case of 45° leading
power factor operation, the compensated angle is
calculated as



Figure 11.25 Performance of open-loop IPF compensation

It is noted that there is steady-state error in the open-
loop IPF compensation. This error is increasing with the
increase in the reference, 0.5° for PF = 0° and 4° for PF =
0.707 as shown in the figure.

11.1.5.2 Closed-loop IPF

compensation

The open-loop compensation algorithm provides a fast
response which allows high-IPF achievement. However, the
accuracy of this algorithm depends on the parameters of
the MC input filter and power supply. A closed-loop



compensation algorithm based on a PI controller is
proposed to overcome the drawbacks presented in the
open-loop method. The closed-loop algorithm is
independent of the MC hardware parameters and provides
flexible adjustment of the power factor. The required IPF is
achieved by properly tuning the PI gains. The power factor
control through the closed-loop scheme is thereby more
adaptive and accurate than the open-loop manner
especially in the applications where unity power factor on
the power supply side of matrix rectifier is required when
the load changes widely.

The block diagram of the closed-loop control of IPF is
shown in Figure 11.26. When the output power of MC
changes, a phase shift between the supply voltage and
current is generated. An error is generated at the input of
the PI controller. The <sin> function is used to eliminate
the error caused by periodic phase angle reset at 2π. The
unity power factor at the power supply side of the MC is
intrinsically satisfied if the value of is maintained
to zero. The output of PI controller is the compensated
displacement angle which is imposed on the input current
of the MC, , in the modulation algorithm. The desired
voltage transfer ratio determines the saturation point of the
PI controller, as described in the open-loop compensation
method. The calculation of the actual modulation index
needs to consider the compensated displacement angle, .



Figure 11.26 Block diagram of closed-loop PI controller for

input current displacement angle for ISVM

The performance of closed-loop IPF controller is shown
in Figure 11.27. With IPF compensation, the supply phase
voltage and line current are in phase, which implied by the
power factor angle, , in the figure. From 0.8 s when
the power factor compensation is disabled, the supply
current leads the corresponding phase voltage by 19°. It
can be seen from the figure that the amplitude of supply
current increases when the power factor is lower than the
unity as the output power is kept the same with no change
in the output current and output voltage. The closed-loop
can achieve a flexible IPF adjustment though the
modulation. Figure 11.28 shows the performance of step
change of the desired IPF angle from 0° to leading 45°. It
can be seen that the input current of MC, , is controlled to
lag the input voltage with  through the modulation in



order to have unity power factor at power supply, whereas
it leads the input voltage with  when a leading
power factor  is desired. The response time of the
closed-loop compensator is 1.4 ms, which is the same as
that of the open loop, while the response of the closed-loop
compensator settles much faster at the reference with little
overshoot in power factor angle. Moreover, the steady-state
error is eliminated in the closed-loop scheme.



Figure 11.27 Performance of input/output of MC with and

without IPFC



Figure 11.28 Step change of IPF angle from 0° to 45°

leading

11.2 DTC for MC drive

To be better understood, DTC for MC drives will be
demonstrated on the basis of DTC for two-level VSI drive.
The conventional DTC of IPMSM is based on the following
stator flux and torque equations [48,49]:



Assuming the voltage drop  across the stator
resistance  small to be ignored, the stator flux linkage  is
driven in the direction of the stator voltage vector  within
a short sampling period .

It implies that the amplitude of the stator flux linkage
can be regulated by applying a set of voltage vectors which
are radial positive, radial negative, forward positive,
forward negative, backward positive, backward negative
and zero vectors.

The torque can be linearized in a small range of load
angle  as

It indicates that the torque is regulated by varying the
load angle δ, which is the angle between the stator flux and
rotor flux, while the amplitude of the stator flux linkage is
kept constant. Since the mechanical time constant is much
larger that the electrical time constant, the change in δ is
achieved by regulating the speed of the stator flux vector,
which in turn is determined by the sequence of the voltage
vectors. Consequently, any stator voltage vector
determines a torque variation on the basis of two
contributions: the variation of the stator flux magnitude
and phase angle of stator flux with respect to rotor flux.



Based on the analysis above, the six-vector switching
table for torque and stator flux control can be developed as
in Table 11.5. Cλ and CT are the outputs of the flux and
torque hysteresis controllers, respectively. Cλ = 1 implies
that the estimated flux is smaller than its reference value
and vice versa. The same thing applies to CT for torque
control. Zero vector will be applied when the torque error
is within a given hysteresis limits CT = 0. V0 or V7 is
selected based on the sector of the stator flux vector. The
number of switching times can be minimized in this way.
θ1–θ6 represent the sectors in which the stator flux vector
lies as defined in Figure 11.29. These sectors provide the
approximate position information of the stator flux linkage
with a resolution of 60° electrical in the stationary
reference frame.

Table 11.5 Switching table for stator flux linkage and

torque control under DTC



Figure 11.29 Stator flux control by applying appropriate

voltage vectors

The maximum angle δmax corresponding to maximum
torque occurs when .

where .
Furthermore, for stable torque control, the condition

that torque increases with increase in load angle δ has to
be satisfied. Thus, . Let ,



For any, 

Solving (11.46) gives us

Therefore, to ensure a stable DTC of IPMSM drive, the
load angle δ and stator flux linkage must be controlled such
that (11.45) and (11.48) are satisfied at all times.

11.2.1 DTC of MC drives using three

hysteresis comparators

The DTC scheme for MC induction motor drives was
initially proposed in [50]. Only one switching configuration
is applied to maintain the torque and stator flux error
within the hysteresis bands at each sampling time under
the constraint of unity IPF.

The MC can be considered as a two-stage converter
based on ISVM theory. The principle of the conventional
DTC for MC can be considered as a DTC for VSI with a
virtual DC-link voltage and a hysteresis control of IPF for a
CSR. The DTC for VSI has been explained in the previous
section. The virtual DC-bus voltage is generated by the
applied input vector in the rectifier stage.

The IPF control is achieved by maintaining the average
value of displacement angle close to a desired value,
normally to zero for unity power factor. As shown in Figure
11.30, the average value of displacement angle is obtained
by applying a low-pass filter (LPF) to the sine value of .



The IPF is controlled by controlling the direction of rotation
of the input current vector . Two fixed input current
vectors in each sector have opposite effect on the direction
of  and thus the displacement angle, . For example,
when the input voltage vector  is leading  in sector I as
shown in Figure 11.31,  intends to keep  rotating
towards . This will decrease . On the contrary, 
causes  to rotate in the opposite direction of , which
increases . If the estimated  is positive and
output of the comparator ,  will be applied. 
will be applied when . Each applied input current
vector in the short sampling period creates a virtual DC-
link voltage, which equals to one of the line-to-line voltages.
This virtual DC voltage generates any desired active
voltage vector for DTC in VSI stage. Combining the voltage
vector for VSI-DTC and input current vector for IPF control,
a switching table is developed as given in Table 11.6,
where  and  are the sector numbers of input voltage
vector and stator flux vector, respectively, and  is used to
adjust the vector number in between one and six. One
voltage vector is selected for the torque and flux control
and one current vector is selected for the IPF control. The
switching states corresponding to each of the selected
voltage and current vector pairs are determined by the
switching configurations of MC given in Table 11.7.



Figure 11.30 Conventional DTC for MC IPMSM drives



Figure 11.31 Input vectors and their representation in the

time domain (d = 0 or 1 for conventional DTC)

Table 11.6 Switching table for conventional DTC (i = 0 or

1; j = 1…6; k = 1…6)

Table 11.7 Switching configurations of matrix converter,

indicating the input phase sequences connected to

the output phases (A, B and C)



The stator currents of the motor and input voltage of the
power supply are measured in the drive system while the
input currents and the stator voltages are calculated on the
basis of the low-frequency transfer matrix of the MC in
(11.4) and (11.5). The stator flux is estimated from the
integration of the back emf of the machine to avoid
requiring continuous position information. The IPF angle is
estimated with the knowledge of both input voltage and
input current phase angles.

11.2.2 An improved DTC for MCs

The conventional DTC for MC drives selects only one
switching configuration to compensate the instantaneous
errors in the torque and flux under constraint of unity IPF.
The performance of the IPF control determines the input
side quality of the MC. The feedback to the IPF controller is
the average value of sine calculation ( ), which is
obtained by applying an LPF to its instantaneous value. The
low-pass-filtered value does not immediately or fully reflect
the status of displacement angle because of the time delay
and wave smoothing. This may lead to the wrong hysteresis
comparator action and hence selecting the opposite current
vector. Furthermore, one of the six fixed input current
vectors is kept being applied until the hysteresis
comparator changes its output state and/or the sector of
input voltage vector changes. The minimum duration of
each input current vector is determined by the sampling
period rather than the resolution of the digital signal
processor (DSP) timer. As a result, the accuracy and
resolution of IPF control is low. This results in distorted
input currents with high harmonics scattered around the
resonance frequency of the input filter.

In order to overcome the limitation of IPF control in the
conventional MC-DTC drive, a modified DTC scheme, as
shown in Figure 11.32, is proposed to improve the quality



of input currents without compromising the performance of
the torque and flux control [51,52]. The fundamental
component of the motor terminal voltage is obtained by the
measured input voltages and the two given switching states
with their durations. The principle of IPF control is
presented in Figure 11.31; two adjacent input current
vectors applied each sampling period to synthesize the
input current vector. The input currents at the power
supply are measured in order to implement the closed-loop
IPF compensation. The duty cycles of the input vectors are
derived from the modulation for the rectifier stage of ISVM.
The duty cycles of active and zero vectors in CSR-SVM are
calculated as follows:

where  is the displacement angle between the supply
voltage and input current of the MC, and  is the input
voltage vector angle referring to the bisecting line of the
corresponding sector k.



Figure 11.32 An improved DTC for MC IPMSM drive

The duty cycles for two active input current vectors in
the proposed DTC can be calculated with (11.52) and
(11.53) by prorating the duration of the zero vector to
those of active vectors.

Two switching configurations are applied for different
time intervals in each sampling cycle according to the
position of the input voltage vector. IPF control described
in Section 11.1.5 is also applicable to the modified DTC



scheme by involving  in the input current vector
synthesis. The switching table is given by Table 11.8. The
duty cycle d is calculated with the input voltage vector
angle, which is also required in the conventional DTC
method. The IPF comparator, LPF and the IPF estimator in
conventional DTC are all omitted. Therefore, the modified
DTC does not increase the complexity of the system but
simplifies IPF control.

Table 11.8 Switching table for modified DTC, 

11.2.3 Experimental results

In order to investigate the performance in both motoring
and generating operations, the MC feds a 230 V four-pole
0.97 kW IPMSM mechanically coupled with a permanent
magnet DC machine (PMDC). The PMDC machine is used
as a dynamometer to load the IPMSM and driven by an H-
bridge DC/DC converter. The armature current of DC
machine is regulated to carry out a four-quadrant load test.
The parameters of the MC prototype, PMDC motor and
IPMSM are given in Table 11.9.

Table 11.9 Parameters of DTC matrix converter IPMSM

drive used in this chapter



The performances of modified DTC and conventional
DTC for MC IPMSM drive are compared in Figures
11.33(a)–(d). In the conventional DTC scheme, the average
value of IPF is maintained close to zero, 25º displacement
angle compensated at 33% rated output power. The low
harmonic distortion of the input current is significantly
reduced by using the modified DTC, which can be observed
from the fast Fourier transform (FFT) traces of the input
current. However, the performance of output current is not
affected by the new switching pattern used in the modified
DTC. It can be observed from the current spectrums that
the high harmonic components in the input/output current
are scattered from fundamental to 3 kHz and centered
around the resonance frequency of the input filter, 1.6 kHz.
The variable switching frequency due to the feature of the
hysteresis control makes the input filter design difficult,
and normally an oversized filter is used.

The input and output performance of the modified DTC
MC drive under rated load disturbance is illustrated in
Figure 11.34, confirming the inherent bidirectional power-
flow capability of the MC. It can be seen from Figure 11.34
that the input current and the corresponding input phase
voltage are in phase during the motoring operation while



the displacement angle is shifted to 180º during
regenerative braking after a short transient process. It
implies that the MC is drawing electric power from the AC
mains to DC machine and feeding generative power back to
the mains with nearly sinusoidal waveforms and at unity
IPF. It is noted that both input and stator current
waveforms are sinusoidal immediately after the torque
reversal command.

Figure 11.33 Input current (y) and stator current (g) of two

DTC schemes with their harmonic spectrums, 20

dB/div, at 500 rpm under rated load. Input voltage

and current: (a) 100 V/div,10 A/div; (b) 100 V/div, 5

A/div. Stator current: (c) 2 A/div; (d) 2 A/div



Figure 11.34 Input current (5 A/div), phase voltage (100

V/div), torque (5 N m/div) and stator current (5

A/div) of the proposed DTC with unity IPF

compensation at 1,000 rpm under rated load

disturbance

11.2.4 DTFC for MC-fed PMSM drives by

using ISVM

In the previous section, two hysteresis DTC schemes for
MC drives have been presented. Compared with the
conventional DTC, the modified DTC scheme features lower
harmonic content in the input current, structural simplicity
and unity IPF without compromising the merits of DTC,
such as fast responses and robustness to parameter
variations. However, it possesses several major
disadvantages which are summarized as follows:

high ripples in torque and flux linkage even at high
sampling frequency due to the hysteresis control



feature and the limited number of voltage vectors
available;
variation of switching frequency dependent on
hysteresis bandwidth and operation point;
relatively high harmonic distortion in input current;
low cut-off frequency of the input filter and
consequently big filter capacitance; and
instability at very low speed and standstill.

To solve the problems above, a DTFC scheme based on
ISVM for MC-fed IPMSM drive, as shown in Figure 11.35,
is presented in this section. It features low torque and flux
ripples, constant switching frequency and sinusoidal
input/output currents while maintaining unity IPF and fast
dynamics. Independent closed-loop control of both the
torque and stator flux linkage is achieved by using two PI
controllers. The reference voltage and input current
vectors are synthesized by ISVM strategy, which replaces
the switching table in the hysteresis DTC schemes. Closed-
loop IPF control is feasible and easily implemented in the
ISVM strategy.



Figure 11.35 Block diagram of the DTFC-ISVM MC IPMSM

drive

11.2.4.1 A Mathematical model of

IPMSM in the stator flux (x-y)

reference frame

The mathematical model of an IPMSM can expressed in the
rotor flux (d-q) as follows:



where , , , , and ,  are the components of current,
voltage and stator flux linkage vectors on dq-axes,
respectively.

The various reference frames are depicted in Figure
11.36. By using (11.57), (11.54) can be transformed to the
x-y reference frame, where the stator flux vector is aligned
with x-axis. The proposed DTFC scheme is implemented in
x-y reference frame [53,54].

where δ is the load angle and F represents voltage, current
or flux linkage. From (11.54) and Figure 11.36, it can be
found that



Figure 11.36 The stator and rotor flux linkages in different

reference frames

Since the stator flux vector is aligned with the x-axis, 
 and . Then

Substituting (11.59) into (11.60) gives

Equation (11.61) shows that the magnitude of the stator
flux vector  can be directly regulated by the x-component
of the stator voltage . Similarly, (11.62) reveals the y-
component of the stator voltage  is qualified to regulate



the torque with a feed-forward compensation term ,
provided that the amplitude of the stator flux  is
maintained constant.

11.2.4.2 Design of the torque and flux

PI controllers

With the mathematical models of both the torque and stator
flux loops, abundant classical control design methods are
readily available. A class of robust control technique called
the integral of time multiplied by the absolute of the error
(ITAE) criterion [55] is employed in this section. The ITAE
criterion is a straight-forward yet effective design tool.

Stator flux PI controller design

By taking Laplace transform both sides and rearranging the
terms in (11.61), it gives

Considering the voltage drop across the stator
resistance  as a disturbance in the forward path, the
plant model is an integrator whose input and output are the

 and , respectively. A PI controller, as given in
(11.64), can be cascaded with the plant model which makes
up a typical PI control structure, as shown in Figure 11.37.



Figure 11.37 Block diagram of the PI-compensated stator

flux loop

Taking the system delay into consideration including the
statistical delay of PWM generation and digital signal
processing, the open-loop transfer function is altered to
(11.65) with an equivalent mathematical model of the delay
in the forward path.

where  is the sampling period. Since  is sufficiently
small, the delay can be approximated by

Substituting (11.66) into (11.65) and ignoring the stator
resistance drop, the closed-loop transfer function is given
by

Thus, the closed-loop system is a second-order system
whose response is determined solely by the selection of the
controller gains. Now, according to the ITAE performance
index, the optimum coefficients of the characteristic
polynomial of a second-order system are governed by



where damping ratio , and  is the natural frequency
of the system and can be found by defining the settling time
.

The designer has the liberty of dictating the transient
performance of the closed-loop flux control system by
carefully selecting . Comparing the denominator of (11.67)
with (11.68) yields

To mitigate the influence of the closed-loop zeros, a pre-
filter governed by (11.71) is cascaded in series with the
system.

Torque PI controller design

Taking Laplace transform and arranging the terms, the
torque control equation (11.62) can be expressed as
follows:



Consider another expression for the electromagnetic
torque with relative to load angle,

Since the torque operation range is limited within
maximum torque, the torque exhibits almost linearity with
the load angle within the small operation area. Their
relationship in the small area can be linearized as 
with a linearization factor  [56].

Differentiating (11.73) both sides with respect to the
time yields

where  and  are speeds of rotor and stator flux,
respectively.

Taking Laplace transform and substituting (11.74) into
(11.72) yields

where  is a constant. Akin to the stator flux
control loop, a PI controller can be cascaded with the plant
to achieve closed-loop torque control, as shown in Figure
11.38.



Figure 11.38 Block diagram of a typical PI control structure

of flux loop

Applying the same analogy as before, the closed-loop
transfer function is given by

Given the identical two degrees-of-freedom design
parameters, i.e.  and , the controller gains can be
selected as follows:

In order to cancel out the closed-loop zero, a pre-filter is
inserted in the forward path. Note that a decoupling term 

 is added to the output of the torque PI regulator to
alleviate the effect of the disturbance. This can be easily
done by calculating the product of the rotor speed and the
stator flux magnitude.

Figure 11.39 illustrates the torque dynamics under a
unit step reference. The settling time is set to 1 and 3 ms,
respectively, which matches the design specification.
Likewise, Figure 11.40 illustrates the torque dynamics from



0 to 1 N m. The estimated torque settles at its reference
value within the predefined settling time. Thus, the
performance of both the flux and torque PI controllers
designed with the ITAE criterion is satisfactory.

Figure 11.39 Unit step response of stator flux in DTFC with

PI controller

Figure 11.40 Unit step response of torque in DTFC with PI

controller



11.2.4.3 Experimental results of DTFC

MC drive

The effectiveness and the performance of the DTFC scheme
for IPMSM fed by MC have been investigated on the same
drive system given in Table 11.9. The sampling frequency is
increased to 200 μs and input filter inductance is reduced
to 1.0 mH.

The bidirectional power-flow capability of the DTFC MC
drive is verified by the full-load disturbance at 1,000 rpm as
shown in Figure 11.41. The drive system performs
bidirectional power flow naturally without using extra
control and modulation strategy. The input and output
qualities of the proposed DTFC-ISVM are obviously
improved with significantly reduced harmonics and torque
ripple in comparison with those of hysteresis DTC schemes.
Both input and stator current waveforms are sinusoidal
immediately after the step command of a rated torque
reversal at high speed. The leading displacement angle due
to input filter capacitor is compensated to zero using the
closed-loop IPF control strategy. The input current is in
phase with the corresponding phase voltage during
motoring operation when the speed and torque are both
positive. On the other hand, the phase difference between
the phase voltage and the current is 180° during
regenerative braking when the torque is negative at the
same speed.



Figure 11.41 Input current (2 A/div), voltage (50 V/div),

torque (2 N m/div) and stator current (2 A/div) at

1,000 rpm with full load disturbance

The input current and stator current waveforms and
their corresponding harmonic spectrums at 1,000 rpm with
full load are shown in Figure 11.42. It can be noted that the
input/output current waveforms of the ISVM DTFC is
smoother than the hysteresis DTC scheme. The dominant
harmonics in the currents are centered around 5 kHz,
which is determined by the sampling frequency of the drive
system. This implies, unlike hysteresis DTC, the ISVM
DTFC operates at a constant switching frequency, which is
the same as the sampling frequency. It results in simple
input filter design and consequently optimized size of the
input filter.



Figure 11.42 Input current (5 A/div), voltage (100 V/div)

and stator current (5 A/div) with their harmonic

spectrums (20 dB/div), at 1,000 rpm under rated

load

11.3 IMC-driven AC drives



Figure 11.43 illustrates a modified MC topology, which is
known as IMC. It has the same number of switches as DMC
and no DC-link capacitor. It is similar to traditional
AC/DC/AC converter system which consists of a
bidirectional rectifier on the grid side and a conventional
VSI on the load side [3]. Consequently, conventional PWM
schemes can be employed to regulate the output voltage on
VSI side and maintain the DC-link voltage as well as control
the IPF on the rectifier side.

Figure 11.43 Basic topology of IMC

11.3.1 Modulation scheme for IMC

11.3.1.1 SVM for rectifier stage

In order to simplify the analysis of the rectifier, the effect of
input filter on the grid side is neglected. The modulation
scheme is the same as the input vector modulation for
conventional MC. Two adjacent active current vectors are
applied in each PWM cycle so that the DC-link voltage will
be constructed by two of line-to-line voltages. The durations



of these two current vectors under unity IPF operation are
given as follows:

where  is the phase angle within its respective sector of
the input voltage vector. The modulated switches, duty
cycles of active vectors, and DC-link voltage in each input
current sector are given in Table 11.10. The duty cycle for
each vector can also be obtained from two of input phase
voltages.

Table 11.10 Modulated switches, duty cycles of active

vectors and DC-link voltage

11.3.1.2 SVM for inverter stage

Once the PWM sequences of the rectifier have been
decided, various PWM methods can be applied to the
inverter side, including space vector PWM and sinusoidal
PWM. In this section, the seven-segment SVM method will



be employed for the inverter side. In the standard seven-
segment SVM scheme, the duty cycles of the two active and
two zero vectors are determined as follows:

where  is the average DC-link voltage and  is the phase
angle within its respective sector of the reference output
voltage vector.

It can be seen from Table 11.10 that the DC-link is
constructed by two line-to-line input voltages. The
switching pattern of the inverter stage should be split into
two groups. The switching signals can be obtained by
comparing control signals with a sawtooth carrier using
PWM strategy, as shown in Figure 11.44. Properly
arranging the switching sequence in the inverter stage of
the IMC can reduce the common-mode voltage [47]. The
duty cycle of each vector in the inverter stage is obtained
by multiplying duty cycles of rectifier current vectors and
inverter voltage vector as follows:



Figure 11.44 Switching pattern of the standard SVM for

IMC

11.3.2 Commutation issue for IMC

From Figure 11.44, the rectifier side is commutating only
during the inverter side zero vectors, V0 and V7. This
results in zero DC-link current during commutation on the
rectifier side. Therefore, all currents on the rectifier side
are zero at any commutation instant. The zero current
commutation on the rectifier side largely simplifies the
commutating issues always with conventional MCs. In
addition, it significantly reduces the switching losses of the
rectifier side devices.

11.3.3 Rotor flux-oriented control of

induction machine (IM)-driven by



IMC

11.3.3.1 Principle of rotor-flux

orientation [57–59]

The voltage equations in the synchronously rotating
reference frame are

and flux linkages are

The rotor currents  and  cannot be control variables.
They can be eliminated from the rotor voltage equations
using (11.84).



Elimination of transients in rotor flux and the coupling
between the two axes occurs when all the rotor flux is in
the rotor d-axis. Thus,

Using (11.89) and (11.90) in (11.87) and (11.88),

Rotor flux magnitude  follows  slowly,

In steady states, . Substituting , ,  and 
into the torque equation yields

It is clear from (11.89) and (11.91) that the rotor flux 
is determined by , subject to a time delay . ,
according to (11.92), controls the developed torque without
delay.  and  are orthogonal to each other and are called
the flux and torque-producing currents, respectively.
Normally,  would remain fixed for operation up to the
base speed and it may be reduced to a lower value for field
weakening above base speed.



11.3.3.2 Indirect rotor flux-oriented

vector control of IM

Based on how the rotor flux is detected and regulated, the
flux-oriented control (FOC) for the IM drive can be mainly
categorized into two types: indirect and direct schemes.
Figure 11.45 summarizes the basic scheme of current
control with indirect FOC. In the IRFOC, the slip estimation
with measured rotor speed is required in order to compute
the synchronous speed. There is no flux estimation
appearing in the system. The relationships between torque
and  given by (11.90) and rotor flux and  by (11.91) are
used to calculate the current references in the
synchronously rotating reference frame using sine and
cosine functions of angle . This angle is obtained as
indicated in Figure 11.45. If the orthogonal set of reference
rotates at the synchronous speed , its angular position at
any instant is given by



Figure 11.45 Overall block diagram of IRFOC of IM drives

using IMC

A PI controller receives the speed error and generates
the reference. This torque reference and the rotor flux
reference are used, by means of FOC, to generate the
reference currents to the inner control loop. Two
independent current controllers in the inner control loop
are used to regulate  and  to their reference values. The
compensated  and  errors are then inverse transformed
into the stator a-b-c reference frame for obtaining
switching signals for the inverter via space vector pulse
width modulation (SVPWM) for the VSI stage. The
measured input voltages are used for the rectifier stage
SVPWM in order to maintain the DC-link voltage as well as
to control the IPF.

The performance of the indirect FOC control strategy for
an induction machine is shown in Figure 11.46, including
the transient response under speed reversal and steady
state with full load. It can be observed that the IM drive
accelerates under a constant torque (implied by the
constant iqs during acceleration) and settles at the final
speed with little overshoot in speed. The large overcurrent
transients during acceleration are eliminated when the
motor almost reaches the speed set point. Obviously, rotor
and air-gap fluxes remain constant at all times. During the
transient, the amplitude of input current of the IMC
increases with the output power of the drive, the product of
torque and speed. As shown in Figure 11.47, the unity
power factor is obtained only at high output power level
due to the effect of input filter capacitor. This effect can be



compensated by employing the IPF correction algorithm in
the rectifier modulation, as described in Section 11.1.5.

Figure 11.46 Speed reversal for IRFOC strategy using IMC



Figure 11.47 Waveforms of torque, input phase voltage,

input current and stator currents of the IRFOC IM

drive using IMC

11.4 Summary

This chapter has presented the state-of-the-art view in the
development of MC AC drives, starting with a brief review
on the fundamentals of MCs. Practical implementation
issues of MC are discussed in this chapter. The most
important practical implementation problem, the



commutation between two controlled BDSs, has been
solved with the development of highly robust and
intelligent multistep commutation strategies. Solutions for
overvoltage protection in MC are also discussed in this
chapter. The most popular modulation strategies for MCs in
the last decade are studied considering the theoretical
principles, practical implementations and performances.
IPF compensation and control have also been investigated
following the ISVM strategy. Closed-loop power factor
control is more accurate and robust than the open-loop
compensation. It can be easily integrated in the modulation
methods by using the displacement angle in the desired
input current vector.

This chapter mainly focuses on the DTC for MC-driven
IPMSM drives. The principle of DTC schemes for MC drives
is based on the DTC principle for VSI drives. The IPF of the
MC and the torque and stator flux of the motor are
regulated with three hysteresis comparators in the
conventional DTC. Input current harmonics and power
factor control have been improved with a modified DTC
scheme without compromising the torque and flux control
or increasing the complexity of the system. Combination of
DTFC with ISVM, DTFC-ISVM, for MC AC drives has solved
the associated problems with hysteresis DTC schemes, such
as high torque and flux ripples, high input/output
harmonics and variable switching frequency. Experimental
results have been presented, verifying the effectiveness of
DTC schemes and the performance improvement of the
DTFC-ISVM scheme.

Finally, the IRFOC of induction motor fed by IMC is
studied. The independent modulations applied in the
rectifier and inverter stages allow zero-current
commutation between BDSs on the rectifier side. It makes
the IMC completely free from the complicated commutation
issues associated with conventional DMCs.



List of symbols

Lf, Cf Inductance and capacitance of the input filter
ƒn Fundamental frequency of the power supply
ƒo Resonant frequency of the input filter
ƒs Switching frequency of the matrix converter
Po min Minimum output power
φin Input power factor angle
k Amplitude of the modulation indices
βo Phase shift
mc Current modulation index
d Duty cycle
id, iq Components of current
υd, υq Components of voltage
λd, λq Components of stator flux linkage
δ Load angle
Ts Sampling period
ts Settling time
ωs and ωre Speeds of rotor and stator flux

Glossary of term

Matrix

converter

It is an AC–AC converter consisting of
bidirectional switches and does not use any
energy storage elements

Indirect

space vector

modulation

It uses imaginarily splitting the matrix
converter into rectifier stage and inverter
stage
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The chapter describes how to implement an online
identification method for induction motors within a field-
oriented control by using least squares (LS) methods. In
particular, it focuses on how to develop the experimental
rig by a step-by-step approach, where the different
components of the set-up are described to enable readers
to have a reference on their own. Attention has been paid
both to the connections of the sensors (current, voltage and
rotor speed) to the digital signal processing (DSP) of the
dSPACE platform and to the construction of the circuits
and design of the signal processing part. Experimental
results are then presented and discussed to assess the



behaviour of the experimental rig with different LS
methods to show the flexibility of the test set-up.

12.1 Introduction

Nowadays induction motors (IMs) play a key role in all
industry applications because of their cheap cost,
robustness and ruggedness and simplicity of construction.
They are used both directly supplied by the power grid for
simple operations, like pumping, or in innumerable others,
if fed by the inverter. Moreover, thanks to the strong
progress of power electronics devices, inverter-fed IMs
have become easy to control: in particular, the well-known
field-oriented control (FOC) or the direct torque control
(DTC) have made the decoupled control of flux and current
possible, resulting as high performance as those of a DC
motor over a wide range of speeds [1,2].

In this respect, the knowledge of the dynamical model of
the IM is most important, since it permits highly advanced
linear or non-linear control systems to be developed and
there is a huge literature in this respect: a good survey is
given in [3,4]. However, the IM dynamical model needs a
good estimation of the parameters of the motor to achieve a
correct control action: e.g. in a rotor flux-oriented control
drive, an estimation mismatch of the rotor time constant
would result in a failure of the control strategy, because of
the loss of the correct field orientation.

Nonetheless, the traditional way of estimating the
parameters of the motor is by using the classical blocked
rotor and no-load tests which present, however, the
disadvantages of interrupting the service, since they are
carried out offline, giving the values of the parameters in
steady-state conditions which can be quite different from
those in real-operation conditions. Moreover, the
parameters of the machine are time-varying because of



heating/cooling (variation of Rs and Rr) and the magnetic
saturation (variation of Lm, Ls and Lr).

The above considerations lead to the necessity to have
online parameter estimation methods, which converge to
the real ones in reasonable time and give unbiased values.
There are many ways to retrieve parameters online and a
survey can be seen in [4,5]: here it is remembered that
these methods are in general classified in “spectral
analysis” techniques where the frequency response of
injected signals are used, “observation-based techniques”
like the extended Luenberger or the Kalman Filter, the
Model Reference Adaptive System (MRAS) and finally those
based on artificial intelligent techniques, e.g. neural
networks, genetic algorithms or fuzzy logic.

All of these methods present some drawbacks: those
based on the injection of signals require external
equipment to inject the signal and in addition some may
suffer from torque pulsations due to high second harmonic.
The observation-based method can be computationally very
cumbersome, while the MRAS-based ones are highly
sensitive to the accurate knowledge of model parameters.
Better results are obtainable by using neural networks, but
a meaningful test set should be created.

Another way of retrieving the parameters online is by
using the least squares (LS) method. With this respect,
some methods have been developed, starting from those of
[5–11]. These methods generally use the ordinary LS
(OLS), often in its recursive form (RLS), and a discussion
and thorough presentation of these methods can be found
in [4,12–16]. In particular, these methods do not consider
the constraints that usually arise when an LS method is
used and encounter issues in determining some
parameters. In [12], the total LS (TLS) is used in an
iterative way that does not need the singular value



decomposition (SVD) of the data matrix, thus reducing the
computational burden and increasing the accuracy.

This chapter is intended to show how to implement an
online parameter estimation method based on LS in an AC
drive with IM with FOC. The method proposed is the same
as the one presented in [4,12]. Here attention is
particularly paid on how to construct physically an
experimental rig able to implement the algorithm in a step-
by-step approach. Indeed, the chapter is addressed to
undergraduate or graduate students to help them to build a
suitable experimental rig, tune its controllers, interfacing it
with dSPACE and finally implement the least squares (LS),
be it OLS or TLS.

The chapter is organized as follows. Section 12.2
presents the essential of the FOC design, Section 12.3
describes how to build the actual electrical drive and
interface it with dSPACE, and Section 12.4 explains one
way on how the LS method could be applied. Section 12.5
shows and discusses some experimental results in all
business areas.

12.2 FOC design

The scheme of the FOC with an IM is shown in Figure 12.1.



Figure 12.1 FOC scheme

12.2.1 Controller tuning

The scheme in Figure 12.1 contains four proportional
integrator (PI) controllers for speed, rotor flux linkage and
currents in the x and y directions. The tuning approach for
each of the PI loops includes obtaining the Bode plots of the
speed, flux and two current loop transfer functions and
then using the classical theory for tuning each controller by
placing the pole and zero at appropriate locations to obtain
desired performance. More details are described in the
following.

12.2.1.1 Current loop tuning

The open-loop current transfer function is given by 
 where OL is the open loop transfer function, s

denotes it in the Laplace domain,  is the transient stator
self-inductance and  is the stator resistance. The current
transfer function can be used to find the parameters of the
PI. More specifically, the open-loop gain can be increased



to maintain a stability margin over 45°, and a zero is tuned
so that the desired bandwidth is obtained.

12.2.1.2 Flux loop tuning

The open-loop flux transfer function is given by  ,
where is the three-phase magnetizing inductance,  is
the rotor resistance and  is the rotor self-inductance. The
flux transfer function is used to compute the parameters of
the PI.

12.2.1.3 Speed loop tuning

The open-loop speed transfer function is given by ,
where  is the inertia of the IM,  is the rotor flux and  is
the pair poles of the IM. Viscous friction has been
neglected.

12.3 Description of the test bed

The experimental test bed shown in Figure 12.2 has been
developed for implementing the FOC as well as the online
parameter estimation LS-based method.



Figure 12.2 Experimental rig

The experimental test bed is made up of the following:

a three-phase motor with parameters shown in Table
12.1,
a three-phase VSI (voltage source inverter) of 7.5 kVA
from Semikron,
circuit boards with voltage sensors LEM LV 25-P/SP5
and current sensors LEM LA 55-P,
voltage sensors for the DC-link,
an electronic card implementing a fourth-order Bessel
filter whose cut-off frequency is 800 Hz,
incremental encoder WDG 58B with 2,500 pulses/round
and
dSPACE AutoBox DS1007.



Table 12.1 Parameters of the IM

Rated power [kW] 2.2

Rated voltage [V] 220

Rated frequency [Hz] 50

Pole-pair 2

Stator resistance [Ω] 3.88

Stator inductance [mH] 252

Rotor resistance [Ω] 1.87

Rotor inductance [mH] 252

Three-phase magnetizing inductance [mH] 236

Motor inertia J [kg m2] 0.0089

The VSI has been controlled by using a space vector
modulation (SVM) with an fPWM = 5 kHz, also implemented
on the dSPACE. The schematics of the experimental rig is
represented in Figure 12.3.

Figure 12.3 Schematics of the experimental rig



12.4 dSPACE AutoBox

dSPACE AutoBox is generally used for real-time application
systems to carry out control experiments and is generally
employed for rapid prototyping of electrical drives,
development of power trains or advanced driver-assistance
systems. For technical details of dSPACE AutoBox, please
see Tables A1 and A2 in the appendix.

Table A1 IGBT datasheet

Table A2 IGBT connection

Before the set-up and configuration of AutoBox, it is
important to know the dSPACE hardware connections used
for an electrical drive test rig. The general overview of the
connections of the dSPACE hardware is shown in Figure
12.4. The PC sends commands to the dSPACE AutoBox
processor which sends and receives the control signals
from the host to the designated boards. It is important to



note that all input and output (I/O) boards can only send
and receive signals with a maximum value of 10 VDC.

Figure 12.4 General configuration structure

12.4.1 DS1007 PPC processor board

DS1007 is the core of dSPACE AutoBox (see Figure 12.5).
It has a great computing power and small I/O processing
delays. The board is able to handle high rate of I/O access
and has been specifically designed for systems that need
high computing power and fast closed-loop rates as is the
case of an electrical drive.



Figure 12.5 DS1007 board

12.4.2 DS5001 digital waveform capture

board

DS5001 board in Figure 12.6 has been specifically designed
to acquire high-frequency pulse width modulation (PWM)
signals or position signals. Once the signal has been
acquired, the board is able to compute various parameters
of the signal, like the frequency, phase shift and duty cycle.
In the experimental rig of Figure 12.3, this board is used
for the acquisition of the speed of the motor.



Figure 12.6 DS5001 board

In this case, since the output of an incremental rotary
encoder is a frequency, the following equation is to be used
to compute the actual speed of the motor n in rpm:

where f is the frequency in Hz and m is the number of
pulses per revolution of the encoder. Figure 12.7 shows
how it is implemented in MATLAB®/Simulink®.



Figure 12.7 Implementation of the DS5001 board on

MATLAB/Simulink

12.4.3 DS4002 timing and digital I/O

board

DS4002 board in Figure 12.8 has been specifically designed
for generating and capturing digital signals. It provides
basic functions of conventional digital I/O boards together
with features that help perform control tasks. It acquires
signals to find their parameters like frequency and phase. It
is also able to generate PWM pulses to control gate signals
of an inverter.



Figure 12.8 DS4002 board

In case of an electrical drive experimental rig, this board
is used for triggering the six gate signals of the two-level
inverter. As shown in Figure 12.3, vector modulation
techniques are used to produce the switching on and off
times using the DS4002 board. It is also used for triggering
the chopper of the inverter in case of braking or dissipating
excess energy on a load as shown in Figure 12.3. Figure
12.9 shows how a specific block of DS4002 is used to
produce PWM for the gates of the inverter in Simulink
environment.



Figure 12.9 DS4002 board used to produce PWM for the

gates of the inverter

12.4.4 DS2004 high-speed A/D board

This particular board has been specifically designed for fast
and precise analog to digital conversion of input signals at
high sampling rates (see Figure 12.10). The A/D converter
has a resolution of 16 bits. The conversion rate is 800 ns
per channel. Having such a high-end specification, the
communication overhead is reduced and the overall system
performance is improved.



Figure 12.10 DS2004 A/D board

In the case of the electrical drive, the following board is
used to acquire the three-phase current signals as well as
the DC-link voltage signal. Figure 12.11 shows an example
of the data acquisition technique using MATLAB/Simulink
environment.



Figure 12.11 Data acquisition with the DS2004 A/D board

12.4.5 Hardware scheme and interface

with dSPACE: I/O boards

The FOC drive has been implemented by using dSPACE, in
which the algorithm for the online parameter estimation
has also been implemented. In this regard, the whole FOC
drive is first developed in MATLAB/Simulink in simulation
and then interfaced with dSPACE board channels for I/O.
The output signals from dSPACE include the inverter and
chopper switching signal for inverter 1, while the input
signals to dSPACE include the sensor feedbacks (current
and voltages) coming from the three phases and the
voltage of the DC-link. The load is given by a twin electrical
drive commanded by dSPACE in the same way. Figure 12.4



summarizes the different I/O boards of the dSPACE
AutoBox, which will be explained in the following.

The three-phase current and DC voltage feedback
acquisition is made via the channels of DS2004 A/D board,
while the speed feedback is made via the channel port of
DS5001 digital waveform capture (DWC) board. Both of
these boards are used for the feedback of signals to the
Control Desk. Moreover, the inverter and chopper
switching signals are sent through the DS4002 multi-
purpose digital I/O board channels for the insulated-gate
bipolar transistor (IGBT) inverter gate trigger and chopper
signals. This is schematically shown in Figure 12.12, which
shows the designated dSPACE I/O cards with the FOC.
However, the user is also required to define the allocated
channels and ports that will be used for data acquisition.

Figure 12.12 dSPACE I/O

The MATLAB/Simulink file with the defined dSPACE I/O
channels for hardware is then converted into a .sdf file
using the Build Command in MATLAB/Simulink
environment. The .sdf file generated with



MATLAB/Simulink is opened with dSPACE Control Desk for
online control of the experimental rig (see Figure 12.13).

Figure 12.13 Interface with dSPACE I/O

12.5 IGBT inverter

The three-phase IGBT inverter gates are controlled to
generate the desired voltage output to control the IM. An
IGBT inverter has been used in the test rig because it is
able to operate at a high switching frequency and handle
the current of the motor.

For this application, the inverter used is SEMITEACH
B6U+E1CIF+B6CI, which is a multi-function converter.

Figure 12.14 shows the general connection of the
inverter. A three-phase 415 VAC source is connected to the
input of the inverter and then converted into 600 VDC by a
diode rectifier.



Figure 12.14 Semikron Semitech IGBT inverter

The switching signals  are created by
using the space vector pulse width modulation (SVPWM)
technique. The trigger voltage of the inverter is 15 VDC
whereas the maximum output from the dSPACE PWM
generation board is 10 VDC. Therefore, a suitable
amplification circuit is required. In addition, it is important
to note that there needs to be a delay in the switch on and
off state of the IGBT’s in the same column so that 
will not be switched on/off at the same time. If at any point
of time this happens, there would be a short circuit, which
could damage the inverter. Thus, a dead time circuit as
shown in Figure 12.15 needs to be implemented, providing
a dead time of 5 μs.



Figure 12.15 Dead time circuit

The switching signal as shown above is first inverted by
using the “NOT” gate logic IC-SN7414; for the bottom leg,
the input is inverted twice. The inverted PWM signal is then
passed through a 1 kΩ resistor and a 270 pF capacitor to
reduce the current and to eliminate noise in the signal
before entering the differential comparators IC-LM339.

Once passing through the comparator, both the top and
bottom signal are then passed through an “AND” gate logic
IC-SN7408. Once the appropriate delayed signals are
obtained, it is then amplified using the IC-SN7406. This



circuit has two outputs given one PWM signal. For a two-
level inverter, three of such circuit needs to be made to
drive the inverter.

12.6 Induction motor

For the development of an electrical drive test rig, two
motors of the same specifications coupled together have
been used. One motor implements the control algorithm
while the other implements the load. The motors are twins
with a rated steady-state current of 4 A and a power of 2.2
kW. Table 12.1 shows the parameters of the motor after the
classical no-load and locked rotor tests.

Afterwards, the next step is to mount the IMs of a flat
steel platform, which may vary in shape, size and material,
but should be mounted on a rigid surface so that any
vibration is minimized, otherwise inaccurate data may be
acquired. Figure 12.16 shows an example of the platform
that is suitable for the mounting the IM. Particular
attention should be paid to the alignment of the coupling:
misalignment of the motors will result in undesirable
effects (harmonics, noise, increase of friction, etc.).



Figure 12.16 Motors, platform and coupling

12.7 Sensors of current, voltage and

speed

In the following, the configuration of the encoder, the
current sensor and the voltage sensors are described.

12.7.1 Encoder configuration

The encoder produces different frequencies at different
speeds, and this frequency is used to calculate the speed of
the IM rotor shaft according to (12.1). The changing
frequency is measured using the dSPACE card DS500 as
reported above.

12.7.2 Current sensor configuration

The encoder WDG58B-2500-ABN-I05-K3 has its specific
circuit as shown in Figure 12.17. A specific IC
DS26LS32CN, quad differential line receiver is used to the
output signal of the encoder. The shield is used to avoid
harmonics from the surrounding IGBT inverters.



Figure 12.17 Encoder configuration

The LA 55P LEM sensor uses Hall effect to measure
current in three-phase IM. It is an accurate sensor and
highly recommended for AC electrical drive.

The LA 55P current sensor needs a 7 VDC supply and
the output is measured across a 100 Ω resistor (see Figure
12.18).

Figure 12.18 Current sensor configuration

12.7.3 Voltage sensor configuration

The voltage sensor measures the inverter DC-link voltage,
and in particular converts the high DC voltage to a
significantly small voltage that is used as feedback to the
FOC scheme.

The sensor has a high-voltage DC side (±550 V) that
uses a high-power resistor to limit the current to 10 mA. DC
voltage of the inverter for the load motor tends to increase
to +900 VDC when in load operation across 120 kΩ
resistor, while the measuring side has a ±12 VDC supply
and a 100 Ω resistor (see Figure 12.19).



Figure 12.19 Voltage sensor configuration

12.8 Online estimation of the

parameters: method and

implementation

This part is a summary of the theory of online parameter
estimation method presented in [4,12,17].

12.8.1 Description of the method

The IM space-vector equations in the stationary reference
frame can be rewritten as follows, if the fundamental
assumption that the rotor speed is almost constant, which
is valid for standstill, slow transients or in sinusoidal steady
state:



This is a matrix equation and the unknowns (K
parameters) are defined as follows:

In this reference frame, it is apparent that a non-linear
relationship exists, i.e. given by:

Moreover, it must be added that from examining (12.3),
only some of the five electrical parameters Rs, Rr, Ls, Lr and
Lm can be estimated since rotor variables are unknown.
Actually, the K parameters can be used only to retrieve four
independent parameters:

Then Lm, Lr and Rr cannot be retrieved, since no
information is available about rotor flux linkages. This
means that IMs with same rotor time constant and same
Lm

2/Lr will have identical I/O equations.
Equation (12.2) can be solved with an LS method, and

the parameters can be retrieved even if the assumption of
slowly varying rotor speed is not satisfied. Remark that



(12.2) is composed of two scalar equations that are linearly
independent. This has two consequences:

In sinusoidal steady state, the rank of the matrix is two,
so only two parameters can be estimated.
In non-sinusoidal steady state or during transient, all of
the parameters can be estimated, if an LS method is
used.

Strictly speaking, the problem under study is to solve
(12.2) considering the constraint (12.3), which would give
rise to a constrained LS. Moreover, the approximation of
slowly varying rotor speed is to be accounted for. This last
assumption is not a problem, since LS methods, in
particular OLS, solve the LS problem under the assumption
that all errors are present in the right term of (12.2).
Actually the terms in the matrix are also affected by errors,
which would result in the use of TLS techniques. For more
details, see [4, Ch. 9]; here only the OLS approach will be
dealt with. As for the constraint, since the target is the
estimation of the electrical parameters and not the
unknowns in (12.2), the use of (12.5) without considering
K2 is preferable. Indeed in this kind of LS approach, the
calculation of K2 is critical: from (12.2), it is apparent that
the entries of the second column of the matrix are much
smaller than the others, which is the cause of numerical
issues in the correct computation of K2. In conclusion,
(12.2) can be computed by an OLS in an unconstrained
way. This also gives the advantage of using the huge theory
of OLS to study and interpret the solution convergence, the
rapidity of convergence, the error, the variance, etc. In all
the following, the algorithm which has been used is the
OLS in one of its iterative forms. In particular, any LS
algorithm can be used with this experimental rig (OLS,
DLS, TLS, RLS).



12.8.2 Description and realization of the

signal processing system

From inspection of (12.2), the implementation of the online
LS parameter estimation requires the following:

stator current and voltage signals,
the first and second derivatives of the current signals,
the first derivative of the stator voltage,
speed signal and
anti-aliasing filter.

The anti-aliasing filter is fundamental to cut off all the
noise caused by higher harmonics, present in particular in
VSI-fed IM, but also if the motor were directly supplied by
the grid. This anti-aliasing filter is an analog filter and will
permit the subsequent digital processing of the signal, in
particular the derivation, which would otherwise amplify
high-frequency components. On the other hand, the
presence of this filter as well as of the differentiators and
further low-pass filters results in distortion and time delays.
This can be circumvented by using filters with linear phase,
for which the time delay is constant, thus permitting, for
each instant of time, to synchronize the signals and respect
(12.2). The scheme is shown in Figure 12.20. In the
following, each filter is described and discussed



Figure 12.20 Signal processing system [4,12]



12.8.3 Anti-aliasing filter

The anti-aliasing filter, represented by Bessel filter block in
Figure 12.20, is a fourth-order Bessel low-pass filter for the
signals from the current sensors and those for the DC-link
sensor, after the phase voltages have been reconstructed.
Since in this application, the A/D converter has a sampling
frequency fs = 10 kHz (or a sampling time Ts = 100 μs), all
harmonics above 5 kHz are to be cancelled so as to avoid
aliasing. Thus, an analog low-pass filter has been designed,
in particular a Bessel filter whose phase diagram is almost
linear. Figure 12.21 shows the frequency diagrams of the
designed fourth-order Bessel filter board with 800 Hz as
cut-off frequency, and of the ideal filter.



Figure 12.21 Frequency diagram of the low-pass analog

Bessel filter (from [4])

The Bessel filter has been implemented on a board
which has six input channels: three-phase voltages and
three-phase stator currents coming from the sensor board
presented above. It has also six output signals: the three-
phase currents and three-phase voltages after filtering. The
board is made up of five chips: two chips are operational
amplifiers LT1014, each with four inputs and four outputs;
the remaining are three chips for filtering. These last three
chips are MAXIM® chips (model: MAX274ACNG). The
board has a dual supply with four levels of voltages (+15 V,
+5 V, −5 V, −15 V) since the operational amplifiers need a
+15 V/−15 V supply, and the filter chips require a +5 V/−5
V supply.

The operational amplifiers are used to adapt the signals
coming from the sensors compatible with the level of signal
required as an input to the filter. The operational amplifiers
that process the current signals have a feedback so that the
total gain for each is unitary. The operational amplifiers
that process the voltage signals have a feedback so that the
zero-sequence voltage component (equal to one-third of the
voltage sum) is subtracted: this is necessary because the
voltages supplied by the VSI have sum which is not null.
Figure 12.22 shows the pre-processing circuits. It is
noteworthy that each gain of the voltage pre-processor
circuits has a gain of one-third.



Figure 12.22 Pre-processing of voltage and current signals

Each MAX274ACNG filter chip is made up of four
sections each of which can implement a second-order filter.
Since the designed Bessel filter is of fourth order, only two
sections have been used (see Figure 12.23). As a whole,
three filter chips have been used to process the six input
signals. By using the MAXIM® design software the bias
resistance have been computed to realize the fourth-order
Bessel filter with cut-off frequency of 800 Hz. Figure 12.24
shows the electrical scheme of the bias circuit for the filter
and the values of the resistances.



Figure 12.23 Photograph of the fourth-order Bessel filter

board



Figure 12.24 Bias circuit for the filter MAXIM®

Figure 12.21 shows the frequency response obtained
with a suitable instrument, and its comparison with the
ideal filter, obtained with MATLAB/Simulink, confirms its
validity.

12.8.4 Digital processing

In Figure 12.20, the digital part is composed of the
following:

an analog-to-digital converter (A/D block in Figure
12.20);
two FIR low-pass filters to further cancel noise of the
stator signals, so as to avoid the following differentiator
filters to amplify it;
three FIR differentiator filters to compute the
necessary derivatives as required by (12.2).

The analog-to-digital converter acquires six analog
signals with six 16 bit per channel multiplexed in groups of
three, and consequently, the percent quantization error,
computed as 100/2N + 1, where N is number of bits of the
analog-to-digital converter, is 7.6 × 10−4%. This error is
practically negligible with respect to the total percentage
error of the acquired signals due to the current and voltage
sensors, which is globally of the order of 1%.

The low-pass filters blocks and the differentiator blocks
have been designed by using FIR filters so as to have a
constant group delay, since they have a linear phase.

The group delay of the Bessel filters and the FIR filters
of each block have been computed to obtain the time delays
to be used to synchronize the dynamical equations in (12.2)
before the LS algorithm implemented on dSPACE processes
them. Actually, whenever a stator is processed by any filter,



the other unfiltered signals are to be delayed in time and
this delay is given by the group delay of each filter, as
shown in Figure 12.20.

Figures 12.25 and 12.26 show the frequency responses
of the low-pass filter block and the differentiator block
presented in Figure 12.20.

Figure 12.25 Frequency response of F(z)



Figure 12.26 Frequency response of D(z)

12.9 Experimental results

The OLS has been applied in its recursive form (RLS) to
verify the capability of the experimental rig to retrieve the
four parameters of the motor [13]. In particular, a speed
transient is given, since it is necessary for the matrix to be
fully ranked when (12.2) is solved with LS methods. The
experimental test consists in making the FOC follow a
speed reference from 0 to 150 rad/s with no load. Figure
12.27 presents the rotor speed as well as the stator
currents isD, isQ.



Figure 12.27 Rotor speed and direct and quadrature

currents

Figure 12.28 shows how the computed parameters
converge as well as the values obtained with the no-load
and blocked-rotor tests (called real values).



Figure 12.28 Real and estimated motor parameters

Another example is drawn from [17]. In this case, the
experimental tests were carried out with several voltage
(and correspondingly flux) levels without any torque load:
in this way, the motor works with various magnetization
levels. Figures 12.29–12.32 show the convergence of the
parameters under 55 V, 105 V, 155 V and 220 V,
respectively, at the frequency of 50 Hz.



Figure 12.29 Test at 55 V (no load)



Figure 12.30 Test at 105 V (no load)



Figure 12.31 Test at 155 V (no load)



Figure 12.32 Test at 220 V (no load)

By carrying out several similar tests, the following
curves can be drawn (Figure 12.33), giving the dependence
of some parameters (Ls and Lm) on the magnetizing status
of the machine (in Figure 12.33) as a function of the
magnetizing rotor current imr.



Figure 12.33 Estimated Ls and Lm versus the magnetizing

rotor current

12.10 Summary

A test set-up has been developed for the implementation of
both an FOC control of an IM and its online parameter
estimation. The experimental rig has been explained in a
step-by-step way so as to allow its realization
straightforwardly. In particular, details on how to connect
sensors, boards and A/D converters have been explained in
detail. For the online identification techniques, an LS
method has been explained for its implementation. The LS
permits easily the online parameter estimation by non-
invasive real-time measurements of voltages and currents,
but requires a suitable signal processing, which has been
fully described. Some experimental results have been
shown to prove the flexibility of the experimental rig to



estimate the parameters also under different magnetic
conditions.

Appendix

The I/O pins are shown in Figure A1.

Figure A1 IGBT Semikron Inverter

List of symbols

us
= usD + jusQ. Space vector of the stator voltages in the
stator reference frame

is
= isD + jusQ. Space vector of the stator currents in the
stator reference frame



Ψr`
=  + . Space vector of the rotor flux-linkages in the
stator reference frame

Ls Stator inductance
Lr Rotor inductance
Lm Three-phase magnetizing inductance
Rs Resistance of a stator phase winding
Rr Resistance of a rotor phase winding
ωr Angular rotor speed (in electrical angles per second)
Ts = Ls/Rs  Stator time constant
βo = Rr/Lr  Inverse of the rotor time constant Tr
β /( )
σ  Total leakage factor
J Inertia of the IM

Glossary of terms

FOC Field-oriented control
LS Least squares
DTC Direct torque control
MRAS Model Reference Adaptive System
TLS Total least squares
SVD Singular value decomposition
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Chapter 13 
Sensorless control of IM drives

Lennart Harnefors
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This chapter addresses the fundamental issues of
sensorless vector control of induction motor drives.
Starting from an historical overview of induction motor
control in general, we revisit the two archetypical flux
estimators known as the current model and voltage model,
as well as their combination into a reduced-order observer.
It is demonstrated not only that how speed estimation can
be added to the observer but also how the flux estimator
can be made inherently sensorless, i.e. the rotor speed no
longer appears in the estimator equations. It is shown that
all inherently sensorless flux estimators that are based on
the reduced-order observer resemble a variant of the
voltage model, called the statically compensated voltage
model. Finally, theory is developed whereby the coefficients
of the inherently sensorless flux estimator can be selected
so that stability is obtained for all operating conditions,
called complete stability. This includes the low-speed
regeneration region where often instability phenomena
tend to occur.

13.1 Introduction



Induction motors (IMs) have been manufactured since the
1890s. For decades, they were used mainly in near-
constant-speed drives. Fed from a voltage source of
constant frequency, their speed could be varied just slightly
by changing the slip, e.g. by using a variable external rotor
resistance connected by slip rings. The development of the
power thyristor enabled the first truly variable-speed IM
drives fed by inverters to be constructed in the 1960s, if
only in laboratories. Subsequent development of power
transistors and effective enough microprocessors for their
control – particularly digital signal processors (DSPs) –
allowed commercial variable-speed IM drives to become
available during the 1980s and 1990s. Today, they are
commonplace.

Initially, inverter-fed IM drives were controlled in an
open-loop fashion by linearly varying the magnitude and
frequency of the imposed stator voltage with the desired
speed. The method, called volts-per-hertz control, was
found to give sluggish torque response compared to that of
a dc motor drive. Remedies for this drawback were found in
West Germany in the late 1960s and early 1970s by Hasse
[1] and Blaschke [2]. The ideas were developed by Prof.
Werner Leonhard and his team at Braunschweig University
[3]. Building on the principle of synchronous ( )-frame
modelling of synchronous machines introduced by Park [4],
they developed the concept of vector control or field-
oriented control. Aligning the  frame with a flux quantity –
generally the stator- or rotor-flux linkage – permits the
stator-current component which is aligned with the flux, i.e.
the  component, to control the flux level. The current
component which is perpendicular to the flux, i.e. the 
component, controls the torque. This decouples the control
of flux and torque in a fashion similar to a separately
magnetised dc motor, thus alleviating the problem of
sluggish torque response by keeping the flux constant.



Vector control is complicated by the fact that the flux in
an IM is not readily measurable. It has to be estimated. The
two archetypical flux estimators are the current model

(CM) and the voltage model (VM). They respectively utilise
the rotor and stator loops of the dynamic IM model. The
VM uses as inputs the stator voltage and the stator current,
whereas the CM relies on the stator current and the rotor
speed for its flux estimation.

The CM and the VM both can be implemented either in
the stationary ( ) reference frame – which is known as
direct field orientation (DFO) – or in the  reference frame
– which is known as indirect field orientation (IFO). Since
DFO uses oscillating variables, field orientation can be
achieved without the computation of trigonometric
functions. This was an important objective still in the
1980s. The parallel inventions of the similar schemes direct

torque control (DTC) [5] and direct self control (DSC) [6]
allowed control-system implementation using relatively
simple analog and logic circuitry – an important
consideration at a time when effective DSPs were not yet
available.

The oscillating variables of DFO cause some difficulties.
Another drawback is that the stator frequency is not an
explicit variable in the algorithm. The only drawback of IFO
is that trigonometric functions, i.e. sine and cosine, have to
be computed online. But since modern DSPs have
dedicated instructions for this purpose, this is no longer a
problem. Consequently, IFO is preferable to DFO in most –
if not all – situations.

As mentioned, the VM utilises the stator voltage and
current as input signals, but not the rotor speed. A flux
estimator which does not use the rotor speed in its
equations is known as inherently sensorless [7]. Avoiding
the use of a speed sensor is advantageous for a number of
reasons.



For a low-power drive, the cost of the speed sensor
together with its cabling may be comparable to that of
the motor itself.
In hostile environments, it may be impossible to install
a speed sensor.
Reliability may be impaired, partly due to the risk for
sensor malfunction and partly because
electromagnetically induced disturbances may be
picked up in the cabling.

In both DTC and DSC, it was suggested to use the VM
for flux estimation. Thus, both principles are originally
inherently sensorless, although later, improvements that
involved the CM and speed sensing were proposed [8]. This
notwithstanding, a method for estimating the rotor speed in
a volts-per-hertz control scheme was suggested as early as
1975 [9] and two different sensorless vector control
methods were proposed in 1983 and 1987, respectively
[10,11].

The scattered activities on sensorless control, i.e. IM
vector control without speed sensing, during the 1980s
turned into a tidal wave in the 1990s. The works [12,13]
are some of the principal early contributions from that
period. The activities which continue to this day – albeit
again with lower intensity – have resulted in various
methods. Although the proposed schemes may have
different properties concerning, e.g. stability, damping,
parameter sensitivity and rejection of disturbances, it can
never be escaped that they all must originate from the
fundamental differential equations that describe the
dynamics of the IM. Consequently, many schemes appear to
be very different at a first glance, but delving deeper they
may be found to be closely related.

Rather than making an overview of the plethora of
methods that have been suggested, we in this chapter base
all derivations on the classical CM and VM. Their



properties together with some needed or useful
modifications are reviewed. Fundamentally, the measured
speed needs to be replaced by a speed estimate in order for
the CM to be utilised in a sensorless IM control system,
necessitating speed estimation. The VM requires a
modification because it is marginally stable. The proposed
modification is called the statically compensated VM

(SCVM) [14], which alleviates the stability problem of the
pure VM.

We then proceed to combine the CM and the VM into a
so-called reduced-order observer. It is shown how speed
estimation can be added to this observer. As an alternative
to adding speed estimation, it is demonstrated how the
reduced-order observer can be made inherently sensorless.
Interestingly, the reduced-order observer then, for
practical purposes, reverts to the SCVM, illustrating one of
many interesting analogies between different schemes.

Sensorless IM drives tend to experience stability
problems in the regeneration region, which often are
difficult to overcome. Ideally, a sensorless IM control
system should be such that stability is obtained for all
operating conditions, called complete stability [15]. The key
to obtaining complete stability is to select the gains of the
flux and speed estimators analytically – trial-and-error
selections are generally not successful. It is shown how the
reduced-order observer can be made completely stable.

Finally, the design for complete stability is applied to
some special cases, including the CM and the SCVM. It is
shown by simulations that stability is obtained with the
correct analytical gain selections.

We have attempted to illustrate the theory by adding
block diagrams for the derived algorithms where deemed to
be helpful (but without adding too much clutter). Yet, the
chapter is heavily reliant on equations, and needs to be so,
because of the insights gained.



The stability analysis leading up to the design for
complete stability may feel difficult to grasp, because it is
difficult. Analysing the stability of a sensorless IM control
system and finding designs that give complete stability can
easily consume months, if not years, of single-minded
effort.

One shortcoming of the design for complete stability is
that accurate model motor parameters are assumed.
Inaccurate parameters may lead to cases of instability,
despite the design for complete stability. Although methods
for reducing the parameter sensitivity have been proposed
(e.g. via online estimation), this is one of the few remaining
areas of sensorless control of the IM where still significant
new discoveries might be made in the future.

13.2 Essentials of sensorless vector

control

13.2.1 IM model and nomenclature

We shall consider the space-vector ‘inverse- ’ model [16],
whose equivalent circuit is shown in Figure 13.1. The
symbols used here and in the sequel are defined as follows:

Stator-voltage space vector

Stator-current space vector

Rotor-flux space vector

Rotor-flux-estimate space vector

Stator frequency

Electrical rotor speed

Rotor-flux-modulus reference

Stator and rotor resistances

Magnetising and leakage inductances

Inverse rotor time constant



Number of pole pairs

Space-vector scaling constant

Figure 13.1 Equivalent circuit for the ‘inverse- ’ model of

the IM

The superscript s indicates that the variable is expressed
in the  frame, whereas the absence of this superscript
indicates the  frame. In the latter case, the components
are denoted with the subscripts d and q, e.g. .
Notice that, even though  strictly is the angular stator
frequency, we yet call it the stator frequency, for simplicity.
The voltage source  in Figure 13.1 is the rotor
electromotive force (EMF), which acts as converter
between electrical and mechanical energy (hence, the
rotating shaft protruding from the symbol in the figure).

An alternative to the ‘inverse- ’ model is the ‘ ’ model
[16]. Here, the stator flux  is used instead of the
rotor flux as complex state variable in addition to the stator
current. Identical conclusions can be drawn for the ‘ ’
model, but the equations become somewhat more
complicated. On the other hand, the traditional ‘T’ model,
which has two leakage inductances – stator and rotor – is
not preferable. This is because it is overparametrised; the
two leakage inductances cannot be uniquely identified from
the quantities available at the stator terminals.



In the remainder of the chapter it is by ‘sensored’ and
‘sensorless’, respectively, meant that  is measured (and
the measurement is used in the control system) and not
measured, respectively. The rotor flux is assumed never to
be measured. Since the slip frequency  always is small
in absolute terms, it is by ‘low speed’ implied also that the
stator frequency is low, and vice versa.

13.2.2 Dynamic model and principle for

vector control

Applying basic circuit laws to the ‘inverse- ’ equivalent
circuit, the IM electrical dynamics in the  frame are
derived as

where we shall call  the flux EMF, since its integral gives
the rotor flux according to (13.2). The electrical dynamics
are given as a second-order state-space system in the
complex state variables  and . Since each complex state
variable consists of two real-state variables – the real ( )
and imaginary ( ) parts – the electrical IM model is a
fourth-order system in real variables. In addition, the speed

 is governed by the mechanical dynamics, which are of
order one or higher. The speed interacts non-linearly with
the electrical dynamics through the multiplications by  in
(13.1) and (13.2), as well as via the relation for the
electrical torque



where the superscript * indicates complex conjugate. The
full IM dynamics are thus non-linear and of at least order
five. Yet, as the mechanical dynamics generally are slower
than the electrical dynamics,  can almost always be
considered as a parameter. This makes the uncontrolled

electrical dynamics (13.1)–(13.2) linear. However, when
vector control is added, the electrical dynamics again
generally become non-linear, as we shall see.

State equations (13.1) and (13.2) interact, i.e.  and 
both appear in both equations. Had they been non-
interacting, the exponential decay rate (i.e. the open-loop
bandwidth) of  would have been given by (13.1) as 

, whereas that of  would have been given by
(13.2) as . The inverses are known as the transient
and rotor time constants and are typically in the tens-of-
millisecond and hundreds-of-millisecond ranges,
respectively; this is because . The wide difference
between the two time constants indicates that, even though
the stator current and the rotor flux interact dynamically,
they tend to evolve on different time scales. The slow time
scale is that of the flux. In the pioneering research
undertaken in the late 1960s and early 1970s, it was found
that the key to obtaining fast torque response is to keep the
flux constant by means of vector control and vary the
torque by controlling the current. Closed-loop current
control [17] makes the effective transient time constant
even smaller than , often just a few milliseconds or
lower.

If the rotor-flux space vector is expressed in polar form
as , the -frame stator current is given by the 
transformation



Substitution of  and (13.4) in (13.3) gives

showing that the torque becomes proportional to , which
therefore is called the torque-producing current
component. This component corresponds to the armature
current in a dc motor.

Vector control would have been trivial, had the rotor flux
been easily measurable. But with very few exceptions, flux
measurement is impractical and needs to be replaced by a
flux estimator, also known as an observer [18,19], giving a
flux estimate . In (13.4),  is then replaced by .
Accurate flux estimation ideally implies that  converges to 
 (in practice, close to). The drive then performs as if the

flux were measured. On the other hand, poor flux
estimation results in deteriorating performance, sometimes
even instability.

The risk for degraded performance and instability
increases greatly if the speed is not measured. However,
the main difficulty of sensorless control lies not in speed
estimation per se, but in accurately estimating the flux
without speed measurement. The speed estimator is of
secondary importance to the flux estimator and it can even
be eliminated by making the flux estimator inherently
sensorless, as demonstrated later in the chapter.

Most sensorless schemes involve estimating both flux
and speed from the information available at the stator
terminals, i.e. voltage and current. Such schemes are
always marginally stable for , because the magnetising
branch then shorts out the rotor branch, cf. Figure 13.1.



Speed information is then no longer available at the stator
terminals.

This problem vanishes when parasitic effects, such as
rotor slot harmonics [20,21] or rotor saliencies [22], can be
relied upon for speed estimation. However, the former
tends to disappear with skewed rotors, whereas
information from the latter is hard to extract, unless the
rotor by purpose is made salient [23] (which is usually
impractical). Parasitic effects are therefore not considered
further here.

13.3 Flux estimation in DFO

In DFO, the flux estimate, which can be expressed in
Cartesian coordinates as , is computed directly in
the  frame, based on the dynamic model (13.1)–(13.2).
The  transformation factor can be computed as

i.e. sine and cosine of the transformation angle need not be
explicitly computed. As mentioned, this was an important
objective before the development of effective
microprocessors. Figure 13.2 depicts a generic DFO
scheme.



Figure 13.2 DFO vector control system using a combined

flux and speed estimator and a synchronous-frame

current controller (CC)

In the sequel, some among the most commonly
suggested DFO flux estimators are revisited. In this
process, it is assumed that the stator current is controlled
in a closed loop, such that  tracks its reference with a rise
time in the millisecond range and with zero static error. In
the  frame, , where  and , respectively, are the
flux- and torque-producing components. Their references
may be adjusted by outer closed loops;  by a flux
controller, particularly in the field-weakening range, and 
by a speed controller. These feedback loops are
disregarded in the following, however, and the stator
current is considered as static. Current control with high
bandwidth permits the stator current and its components to
be replaced by their respective references in the algorithms
for flux and speed estimation, if desired.

13.3.1 Current model

One obvious way of estimating the flux is to simulate (13.2)
as



where  and where it is explicitly noted (by ‘hats’)
that model motor parameters – which are estimates that
not necessarily coincide with the true values – must be
used. The CM is an open-loop flux estimator, because the
true flux  does not influence the flux estimate; the input
signals are the stator current and the rotor speed. With the
latter considered as a parameter, (13.7) has a complex pole
at

(Operator  is used in place of the Laplace-transform
variable to avoid confusion with slip .) Since  except
at low speeds, the CM is in itself a poorly damped system.
This must be considered, e.g. in a digital implementation of
(13.7). The great benefit of the CM is that, even though the
flux estimator itself may be poorly damped, when the flux
estimate is used for field orientation, an asymptotically
stable control system is obtained for all operating
conditions. This holds even when the model parameters
deviate significantly from their true values [24]. The main
drawback of the CM is its parameter sensitivity,
particularly to the rotor resistance, implying slower torque
response for larger parameter deviations . (The
sensitivity to  is as high, but the magnetising inductance
tends to vary less than the rotor resistance, and mainly in
the field-weakening region, where the flux is reduced.) For
this reason, numerous schemes for rotor-resistance or
rotor-time-constant estimation have been proposed over the
years, starting with the pioneering work of Garcés [25].

The speed enters (13.7) and must be replaced by its
estimate  for a sensorless drive. The speed estimate



becomes a function of the estimated flux, which, in turn,
indirectly becomes a function of the true flux [7]. A non-
linearity is thus introduced in (13.7) when the measured
speed is replaced by the estimated speed, which multiplies
with the estimated flux

Figure 13.3 shows a block diagram of the sensorless CM,
where the derivative operator  has been introduced.

Figure 13.3 Sensorless CM in DFO

Making the CM sensorless completely changes the
properties relative the sensored CM (13.7), and usually for
the worse; the aforementioned excellent stability properties
are no longer guaranteed. One benefit is brought as well,
though. For reasons that are elaborated on in Section 13.4,
the flux estimate becomes insensitive to the rotor
resistance (at least in the steady state), obviating the need
for rotor-resistance estimation from the standpoint of field-
orientation accuracy. Indeed, the rotor resistance and the
rotor speed cannot be estimated simultaneously, at least
not in the steady state and only using information available
in the fundamental-wave excitation. This can be deduced
from the classical steady-state equivalent circuit. Here, the
rotor resistance and the rotor EMF are fused into a



resistance , where  is the slip [16], implying
that they are inseparable as seen from the stator terminals.

13.3.2 Voltage model

The flux EMF can be solved from (13.1) as

This can be combined with (13.2) to form the following
flux estimator:

again with model parameters replacing true parameters in
the definition of . Unlike the CM,  is not present in
(13.11), making the VM an inherently sensorless flux
estimator [7]. The parameter sensitivity of the VM is low in
the medium- and high-speed ranges. The only critical
parameter is the stator resistance, but it has impact only at
low speeds. The leakage inductance is less critical, as it
tends not to vary significantly (and an erroneous value 
has minor impact on the torque).

Usage of the VM was proposed in the pioneering
publications on DTC and DSC [5,6], de facto making these
among the first inherently sensorless IM control schemes.

13.3.3 Statically compensated VM

The VM is marginally stable because it uses open-loop
integration [7]:  does not appear on the right-hand side of
(13.11). The VM therefore cannot be used as it stands. The



standard modification is to add a ‘leakage term’ to the
right-hand side of (13.11):

which in effect replaces the open-loop integration by a low-
pass filter

This results in a flux estimation error. We wish to have a
pure integration , but we get . Thus, even in the
ideal case  and , a steady-state error is obtained,
given as

This error can be compensated statically by multiplying the
SCVM input or output by the inverse of the complex
coefficient in (13.14), i.e. . But for a constant ,
this factor would be singular for . The remedy is to
vary the filter bandwidth linearly with the stator frequency
as  (which is known as a ‘programmable low-pass
filter’ [26,27]). The complex compensation gain then
becomes

The imaginary part of the compensation gain changes
sign at , but otherwise the real and imaginary parts



are both constant. The so obtained flux estimator is called
the SCVM [14] and can be expressed in the compact form

The SCVM alleviates the marginal stability of the VM for all
stator frequencies but , where – recall – all sensorless
control systems by necessity are marginally stable. At low
stator frequencies, the closed-loop dynamics are sluggish,
but the damping improves quickly as  increases, owing to
the proportionality of  to .

Equation (13.16) looks innocent enough. Yet, one
complication is that  is not an explicit variable, but needs
to be computed from the flux estimate. Since the latter can
be expressed both in polar and Cartesian forms, as 

, we have that

Luckily, the flux-component derivatives need not be
computed explicitly. Because the flux estimate is obtained
by integration,  can be tapped from the
integrator input. Figure 13.4 shows the resulting block
diagram, where the upper part represents the pure VM
(which is obtained for ) and the lower part the SCVM
addition. The latter adds complexity due to the need for
computing  and .



Figure 13.4 VM and SCVM in DFO

Another issue that needs consideration is that the pure
differentiation in the block  cannot be implemented
perfectly, neither in continuous time nor in discrete time.
An Euler discretisation , where  is the forward-
shift operator and  is the sampling period, yields a
progressively larger error as the stator frequency
increases. However, in the same fashion as the
compensation gain (13.15), the error can be compensated
in the steady state by multiplying the differentiator output
with  for .

13.3.4 Combination of CM and VM



The CM and the VM are, as mentioned, the archetypical
flux estimators. They are, respectively, based on flux-EMF
estimation using the rotor and stator loops according to
(13.7) and (13.11). Since these equations fully describe the
inverse-  model of the IM, no other means for flux-EMF
estimation are available (at least as long as the
fundamental-wave excitation is considered). Still, there are
numerous possibilities for how to combine the CM and VM
in order to obtain a good flux estimator.

To reiterate, the sensored CM (13.7) is sensitive to the
model parameters  and  and the sensitivity is the same
for all speeds. A stable and well-damped system is always
obtained, even for very inaccurate values of the critical
model parameters. The VM is sensitive mainly to , but
only at low speeds. The SCVM variant has good damping
except in the low-speed region. For a speed-sensored IM
drive, one useful approach is therefore to employ a flux
estimator that makes a seamless transition from the CM to
the VM (SCVM) as the speed increases. This gives fair (but
not necessarily good, because of the parameter sensitivity
of the CM) dynamic properties in the low-speed region. At
higher speeds, good dynamic properties are obtained,
owing to the low parameter sensitivity of the VM. There are
many suggestions in the literature for how to perform the
seamless CV-to-VM (SCVM) transition.

The sensorless CM variant (13.9) has distinctly different
properties than the sensored CM (13.7). Chiefly, low-speed
stability is no longer guaranteed and  is no longer critical
for the flux estimate. It is therefore not altogether obvious
that a good sensorless flux estimator should make a
transition from the CM to the VM as the speed increases.
Yet, it is beneficial to provide the means for making a
combination of the CM and the VM. This is addressed next.

13.3.5 Reduced-order observer



One way – and a simple but yet effective way – of
combining the CM with the VM is to augment the
sensorless CM (13.9) with feedback of the flux-EMF
difference

which is the difference between the two flux-EMF
calculations given in (13.9) and (13.11). The augmentation
results in

This is known as a reduced-order observer [18]. The
observer is reduced in the sense that only one of the two
complex state variables, the rotor flux – but not the stator
current – is estimated. (Not surprisingly, including also a
stator-current estimate would result in a full-order observer

[18].) Gain k is complex, so there are two degrees of
freedom in the observer design – the real and imaginary
parts of k. A flux estimator which makes a seamless
transition from the CM to near the VM as the speed
increases can be obtained by letting

Parameter  should be selected somewhat smaller than ,
because  would give the pure VM and a marginally
stable estimator. The transition from the CM to near the
VM is completed when  reaches . A flux estimator
which is close in spirit to the reduced-order observer is



proposed in [28], although it is much more complicated. In
this estimator, an ‘observer controller’ is used to perform
the transition from the CM to the VM as the speed
increases.

For a sensorless drive, it is not apparent that a selection
such as (13.20) is preferable. Gain selection for a
sensorless drive requires careful analysis of the flux
dynamics. For this purpose, the  frame is inconvenient,
because the quantities are statically oscillating. The task of
analysing the dynamics is made easier with variables that
are constant in the steady state.

13.3.6 Speed estimation

In a sensorless drive, the flux estimator must be augmented
with a speed estimator. Whereas flux estimation is a state
estimation problem, the consideration of  as a parameter
makes speed estimation a parameter estimation – or an
adaptation – problem [25,29]. For the reduced-order
observer, the flux-EMF difference  can be used in an
integrating adaptation law [15]

where

is the complex adaptation gain. As for the gain selection for
the reduced-order observer, choosing the adaptation gain
correctly requires careful analysis. The theory that is
developed next gives us the tools for doing so.

Figure 13.5 shows the block diagram for the reduced-
order observer with speed estimation. Since the observer



gain k can be a function of , see (13.20), computation of 
 is not needed (unlike the SCVM), giving a ‘cleaner’

implementation.

Figure 13.5 Reduced-order observer with speed estimation

in DFO

13.4 Flux estimation in IFO

Whereas in DFO the flux estimate is computed in Cartesian
coordinates, in IFO polar coordinates are used. IFO was
first conceived in the context of the CM. For this reason, it
is natural to begin by considering the CM.

13.4.1 Current model

The CM with measured speed, (13.7), can be transformed
to the  frame by expressing the flux estimate in polar
form as . We obtain



Splitting (13.23) into its real and imaginary parts, with 
, yields the following relations:

Equation (13.24) shows that  converges to  with the
model rotor time constant , so clearly the stator current
should be controlled such that

Equation (13.25) – which is known as the slip relation –
shows that the stator frequency equals the rotor speed plus
the slip frequency  (the latter which is proportional to
the torque).

Unlike DFO, IFO flux estimation is made in the  frame
where all quantities are constant in the steady state. This is
a benefit. Another benefit is that the stator frequency is an
explicit variable in the control algorithm. Yet another
benefit is that poor damping of the estimator itself is much
less of an issue. (In fact, even though the estimator
proposed in [28] produces an -frame flux estimate, it
incorporates a CM which is implemented in the  frame to
avoid poor damping at higher speeds; see (13.8).)

13.4.2 Reduced-order observer



Having considered an IFO implementation of the CM, we
now proceed to transform the reduced-order observer
(13.19) to the  frame in a similar way as the CM. This
yields

where  and  are obtained by  transformation of
(13.9) and (13.11):

The computation of  involves the derivative of the stator
current. But unlike , see (13.11), an Euler discretisation
does not give a static error, because  – unlike  – is
constant in the steady state, giving  statically. Thus,
the derivative term in (13.29) may even be dropped without
resulting in a steady-state error, although this may slightly
degrade the dynamic performance. This is one of several
advantages of IFO implementation as compared to DFO
implementation.

Equation (13.27) can be split into its real and imaginary
parts by expressing all variables in their components as 

, , , , and 
, where for the flux-EMF

components we have



Introducing in addition  now allows (13.27) to
be split as

Equations (13.34) and (13.35) generalise the corresponding
equations for the CM; see (13.24) and (13.25). Not
surprisingly, for , they revert to these
equations, albeit with  replacing , since a sensorless
drive is assumed. Equation (13.35) therefore may be called
a generalised slip relation [7].

Equations (13.34) and (13.35) cannot be implemented as
they stand, though, because  and  are both functions of 

. This would form an algebraic loop between the left- and
right-hand sides of (13.35). The problem can be alleviated
by adding a low-pass filter to (13.35). The following
alternative to (13.34) and (13.35), expressed in the
derivative operator , is obtained:



The filter bandwidth needs to be selected significantly
larger (at least one decade, but often more) than the
inverse rotor time constant in order to avoid performance
degradation, i.e.

13.4.3 Voltage model

Even today, it may erroneously be perceived that the CM is
the only flux estimator that has an equivalent IFO
implementation. The above IFO implementation of the
reduced-order observer shows that this is not so. Indeed,
any DFO flux estimator has an equivalent IFO
implementation [7]. Since the VM (13.11) is a special case
of the reduced-order observer with , an IFO
implementation of the VM is readily obtained by letting 

 and  in (13.34) and (13.35)

A variant including a low-pass filter, which is a special case
of (13.36)–(13.37), is obtained as



As the DFO variant, the IFO variant of the VM is marginally
stable.

13.4.4 Statically compensated VM

The marginal stability of the IFO variant of the VM can be
alleviated by an IFO implementation of the SCVM.
Transforming (13.16) to the  frame yields

Next step is to multiply (13.43) by  and split the
equation into its real and imaginary parts, which results in

Substituting (13.45) in (13.44) allows the latter to be
simplified to . Finally, solving for 
in (13.45) and adding a low-pass filter in a similar fashion
as previously yields the algorithm



where in (13.46),  for full correspondence to the
original DFO variant of the SCVM. However,  does not
necessary have to be selected like that, it can be chosen as
seen fit. That is, an additional degree of freedom is allowed
by implementing the SCVM in IFO instead of in DFO.

A comparison of (13.41) and (13.42) for the pure VM
shows that, in addition to a different gain for the flux-
modulus estimation part, in the flux-angle estimation part
(i.e. the selection of the stator frequency), now  appears
(with gain ) in addition to . This addition gives the
desired stabilising effect.

Since  and  both are based on the stator loop,
described in the  frame by (13.1), they are free of  and 

. This explicitly verifies the claim that the flux estimate of
a sensorless IM control system is insensitive to these
parameters.

A block diagram for the SCVM in IFO is depicted in
Figure 13.6. A comparison to the block diagram for the
DFO variant, Figure 13.4, reveals a cleaner
implementation. This is because  is obtained by
integrating the explicit variable , which obviates the
computation of  by differentiation according to (13.17).

Figure 13.6 SCVM in IFO



13.4.5 Speed estimation

Recall that the VM and the SCVM are inherently
sensorless, i.e. they do not use the rotor speed in their
equations. This is clearly seen in (13.41)–(13.42). If the CM
or the reduced-order observer is used, then speed
estimation needs to be added to a sensorless IFO control
system. For this purpose, an IFO variant of the DFO speed
adaptation law (13.21) can be employed:

Guaranteeing the stability of a sensorless drive system is
often difficult. Fundamentally though, the adaptation law
itself needs to be asymptotically stable. That is, it has to be
ascertained that the coefficient for  in the right-hand side
of (13.48) is negative. Since , where  is free of 
and  – see (13.28) – it is found that the
coefficient for  on the right-hand side of (13.48) is given
by . With  parametrised according to (13.22),
this coefficient can be expressed as

So, as long as  and , adaptation law
(13.48) as a stand-alone system is asymptotically stable and

 converges exponentially with the rate . But it is
thereby by no means guaranteed that the complete
sensorless system is stable, establishing that requires
further theory development; see Section 13.5.

Equation (13.49) facilitates a simple analytic gain
selection. By letting



the exponential convergence rate becomes . The
selections of  and  are discussed later in the chapter.

13.4.6 Inherently sensorless reduced-

order observer

An alternative to the reduced-order observer with speed
adaptation added is to make the reduced-order observer
inherently sensorless [30]. This is immediately obtained if
consideration is restricted to the VM, i.e. .
But such a restriction is not only undesirable for stability
reasons, it is indeed unnecessary to make. In (13.31) it is
seen that  appears in , and consequently also in 

. The explicit presence of  in (13.34)–(13.35)
can be eliminated by substituting , giving

Next step is eliminate also . This is more difficult and
requires another assumption concerning the speed
adaptation law (13.48) in addition to it being asymptotically
stable. It is assumed that  is made large enough, so that
(13.48) is certain to converge significantly faster than the
flux estimate produced by the reduced-order observer.
Then, (13.48) can be considered to be in a steady state, i.e. 

, as ‘seen’ from (13.51)–(13.52). That is,



The general solution to this equation is 
. With parametrisation according to

(13.22), i.e. , this solution can be expressed as

Now,  can be eliminated from the estimator equations by
substituting (13.54) in (13.51)–(13.52), which yields

If in (13.50),  is selected large enough, the reduced-order
observer with speed estimation added and the inherently
sensorless reduced-order observer have identical
behaviour.

13.4.6.1 Inherently sensorless

reduced-order observer recast as

SCVM

Introducing in (13.55)–(13.56),



and a low-pass filter in the selection of the stator frequency
gives the following compact form:

A comparison to the corresponding equations for the
SCVM, (13.46) and (13.47), shows a structural similarity.
This is the reason for choosing in (13.57) parameter
notations identical to those of the SCVM. Indeed, this
similarity goes deeper than what is seen at a first glance.
From (13.30) and (13.26), we have  and 

, respectively, which can be combined to

This results in the block diagram shown in Figure 13.7.

Figure 13.7 Inherently sensorless reduced-order observer

recast as the SCVM with injection of 



If the model parameters are accurate, then  converges
to , giving . Comparing to Figure 13.6, it is seen
that the block diagram in Figure 13.7 reverts to that of the
SCVM for . The inherently sensorless reduced-order
observer and the SCVM are thus, for practical purposes,
one and the same thing. (A steady-state error 

 is indicative of a detuned model
parameter  and can be used to tune this parameter
online.)

13.4.6.2 Inherently sensorless CM

The CM is obtained by letting , for which (13.57)
gives . Substituting this in (13.58)–(13.59), the
reduced-order observer reverts to the CM, but the
inherently sensorless variant where  does not appear in
the equations. We get

It is seen that (13.61) is identical to its counterpart (13.24)
for the sensored CM, so  always converges to ; see
(13.60). On the other hand, (13.62) is nowhere close to
(13.25). Rather, for  (13.62) becomes identical to its
counterpart (13.42) for the VM. This explicitly shows the
previously made claim that the properties of the sensorless
CM are distinctly different from those of the sensored CM.

13.4.7 Speed estimation in an inherently

sensorless scheme



The beauty of an inherently sensorless IFO scheme is that a
speed adaptation law does not have to be used. Speed
estimation reduces to the standard slip relation used
‘backwards’. With  given by a generalised slip relation,
e.g. (13.59), the speed estimate can be computed using
(13.25) as [12]:

Here it is seen that  results in an incorrect slip-
frequency estimate and thus a speed estimation error, even
in the steady state.

Often,  is fed back to a speed controller, whose output
forms the reference for the electrical torque. In turn, the
reference for  to the current controller is set proportional
to this torque reference. This would result in an algebraic
loop in (13.63), because the speed controller normally has
a proportional part, which creates a direct path from  to
the reference for . The problem can be alleviated by
augmenting the proportional part of the speed controller
with a low-pass filter. Alternatively, the selection of  of
the SCVM, (13.59), can be modified as follows:

In words, the slip-frequency estimate is subtracted from the
input to the low-pass filter, making the output the speed
estimate. To this, the slip-frequency estimate is added,
forming the stator frequency according to the standard slip
relation. Finally, the stator frequency is integrated into the
estimate of the rotor-flux angle.



13.5 Design for complete stability

Having considered the reduced-order observer combining
the CM and VM, time has now come to find parameter
selections whereby complete stability is obtained. This
would ideally mean asymptotic stability for all operating
conditions. However, as mentioned in Section 13.2.2, a
sensorless IM control system is by necessity marginally
stable for , so this operating point must be exempted.

Guaranteeing complete stability is by far the most
challenging task in the design and analysis of a sensorless
IM control system, both theoretically and in practice [15].
Particularly, it is difficult to guarantee stability in the
regeneration region, i.e. where speed and torque have
different signs, and especially at low speeds. Some
different instability phenomena may occur; see [31,32] for
further information. The most detrimental instability
phenomenon is known as flux collapse. This results in the
motor becoming demagnetised, giving loss of electrical
torque and uncontrolled rotation in the direction of the load
torque.

The analysis to be presented here involves linear
systems theory and the fundamentals of non-linear systems
stability theory by means of linearisation. Although the
mathematics are not daunting, a chain of several crucial
steps is involved. We have done our best to clarify all the
steps in enough detail.

To make analysis at all feasible, two assumptions need
to be made.

Assumption 1:

All model parameters are accurate.

Assumption 2:



The inherently sensorless reduced-order observer is used.
Alternatively, the gain  is large enough, so that  given
by speed adaptation law (13.48) converges much faster
than the flux estimate, giving a behaviour similar to that of
the inherently sensorless variant.

The analysis consequently accounts for an idealised
situation, but it is yet a good start.

Let us begin the analysis process from the very basics by
reiterating the flux dynamics (13.2) and the equation for
the reduced-order observer (13.19), both in the  frame:

where .  is the flux-EMF estimate of the VM; see
(13.11). From Assumption 1 we have that  and ,
so (13.11) and (13.1) are identical. Assumption 1 thus
allows replacing  in (13.66) by the true flux EMF  as
given by (13.2). Now, (13.66) can be subtracted from
(13.65), giving

where . Next step is to transform (13.67) to the 
 frame as



where  and E is the  transformation of Es as given
by (13.2), i.e. . Owing to Assumption 1, we
have from (13.28) that , so

where . Then (13.68) is split into its real and
imaginary parts. Doing so, we observe that ,
where  and . Moreover, , but
Assumption 2 allows us to substitute ; see (13.54).
This yields

From (13.69), . Using (13.57), we
identify  and , obtaining

System (13.72)–(13.73) appears to be linear, but because of
the selection of  given by the reduced-order observer; see
(13.52),  becomes a function of the flux components 
and . This function may be linearised as



where  is the operating point and  is the flux-
dependent perturbation. However, since  in the steady
state

and similarly for . That is, (13.72)–(13.73) can be
reduced to a linear system where the flux dependence of 
is neglected and  is considered as a constant parameter,
obviating the need for a notation involving the operating
point .

In addition,  and  may be functions of  and  and
thus in turn of the flux components. But also this impact
vanishes when the system is linearised. The gains can
therefore be selected as arbitrary functions of  and/or .
Moreover, a gain selection involving  yields the same
linearised dynamics if  is replaced by the estimated speed

, since  in the steady state, owing to Assumption 1.
Thus, (13.72)–(13.73) can be linearised as the state-

space system , with  and state matrix

This system is obviously asymptotically stable if both
eigenvalues of  are in the left half plane. Checking that is
done by calculating the characteristic polynomial 

, where

Asymptotic stability requires that , but since 
for , the system will, at best, be marginally stable for



zero stator frequency. As previously mentioned, this is by
necessity a property of all sensorless IM drives.

To find all completely stabilising parameter selections,
let us at first suppose that . Putting  in
(13.77) yields  – so  is required – and

To make , the expression within the brackets in (13.78)
must have the same sign as . We put it equal to , ,
and solve for . Making the substitution , which was
found to be permitted, yields

For , we get  and , i.e. marginal stability. So,
(13.79) with  represent all completely stabilising
parametrisations.

By equalling (13.57) with (13.79) and solving for  and 
, the following restrictions for the observer gains result:

This allows the stability properties of any candidate
reduced-order observer with gains  and , 
large and  ( ), to be assessed. Critical for
making  is that the numerator of  is made proportional
to  for small , thereby lifting the singularity at ,
which otherwise would have the effect that  changes sign
when  does. (It may be noted that the VM, ,



results in the numerator of  becoming equal to . But 
, so the system resulting from usage of the VM is
incompletely stable.)

13.6 Examples

The theory for complete stability developed in Section 13.5
is here used in a few design examples, together with their
evaluation by simulation.

13.6.1 Inherently sensorless reduced-

order observer and SCVM

For an inherently sensorless scheme, gain selections
(13.79) should be considered. These gain selections
simplify considerably if  and  are selected.
Since  and  thereby become positive for , the design
gives complete stability. A special case which is identical to
the parameter selection in [33] is obtained:

where  has been substituted, since  is not available in
the control system. This is also the parameter selection
whereby the SCVM is made completely stable in [34]. That
the design for complete stability of the reduced-order
observer applies also to the SCVM corroborates the claim
made in Section 13.4.6 that the inherently sensorless
reduced-order observer and the SCVM for practical
purposes are identical.

It may be noted that (13.81) gives a different selection
of  than that obtained in the original SCVM design, i.e. 

; see (13.15). Instead of a step change at , a
ramping is obtained, giving a smoother behaviour. In



addition, the sign change of  occurs at  instead of at 
.

13.6.2 Sensorless CM

Since the sensorless CM uses  in the slip relation, it must
be accompanied with a speed adaptation law; see (13.48).
If complete stability is desired, the adaptation law must be
made fast enough, by selecting the gain modulus  large
enough, for Assumption 2 in the stability analysis of Section
13.5 to hold. With  parametrised as in (13.50),  (e.g.
one decade larger) needs to be selected.

Remaining then is to choose the gain angle  for
complete stability. Using the CM implies putting  in
(13.80), resulting in

Suppose that  is selected, in order to maximise the
exponential convergence rate of . This gives ,
making . On the other hand,  only when  and 

 have equal signs. Since  is the slip frequency, which
is proportional to the torque, stability is lost in the
regeneration region where speed and torque have different
signs.

Parameters  and  both can be made positive by
choosing , giving together with (13.50) the
following speed-adaptation gain selection:

where  has been substituted.



13.6.2.1 Inherently sensorless CM

Let us also have a look at the design for complete stability
of the inherently sensorless variant of the sensorless CM.
This is obtained by letting  and  in (13.57),
giving

Comparing to (13.81), it is seen that the inherently
sensorless CM designed for complete stability is obtained
as the special case . We have thus come full circle by
showing that the sensorless CM for practical purposes is a
special case of the SCVM, with the parameter selections
(13.84) in (13.46)–(13.47). (Note that (13.46) for  reads

, which implies that  stays constant, but it needs
to be initialised to the correct value .)

13.6.3 Simulations

An IM with the per-unit (p.u.) parameters ,  and 
 is simulated. The model parameters are set as 

, ,  and , i.e. they deviate slightly
from their true values. The mechanical dynamics have the
inertia  p.u. with negligible viscous damping, and 
. An external load torque  can be added. The base
frequency for the p.u. normalisation is set to  Hz. Closed-
loop speed control, with reference  and feedback of 
and with fairly high gain, is used. The output of the speed
controller is the reference for , which is saturated so that 

 p.u. at all times. Starting from a situation where
the IM is fully magnetised with  p.u. (giving a stator
flux of approximately 1 p.u.), but standing still with zero
load torque, the following sequence is executed:



t = 0:  is stepped up to  p.u.
t = 0.5 s:  is stepped to  p.u., implying that the
drive enters the regeneration region.
t = 1 s:  is stepped down to  p.u.
t = 1.5 s:  is slowly ramped down, so that the
direction of rotation reverses.

Four simulations are run, as described in the following.
In all four resulting figures, the estimated flux  is shown
as a dashed curve in the upper subplot in addition to the
true flux components.

Figure 13.8: The sensorless CM is used, with  in
the speed adaptation law. Instability in the form of
growing oscillations results almost immediately. Even
before the load-torque step at  s, the flux collapses.
The simulation is stopped at  s.
Figure 13.9: The sensorless CM is used, with 

 in the speed adaptation law. During the
slow rotation reversal, there is a tendency to flux
collapse, but stability is regained and the flux
converges to  and . A full flux collapse is
obtained for an even more inaccurate , whereas
letting  prevents the phenomenon. This
demonstrates the sensitivity of the model stator
resistance in the low-speed range. Adding online
adaptation of  may therefore be useful. In [30], it is
shown how to include such an adaptation law in the
stability analysis in order to guarantee complete
stability.
Figure 13.10: The SCVM with  in (13.81) is used,
giving  and . This is, in effect, the inherently
sensorless variant of the sensorless CM. Indeed, the
curves are almost identical to those of Figure 13.8.
Figure 13.11: The original SCVM with , 
and  is used. Even though this variant of the SCVM



is not designed for complete stability, only a slight
performance deterioration relative Figure 13.10 can be
verified.

Figure 13.8 Sensorless CM with  and 



Figure 13.9 Sensorless CM with  and 



Figure 13.10 SCVM with , giving  and 



Figure 13.11 SCVM with ,  and 

13.7 Conclusion

We have in this chapter reviewed the topic of sensorless IM
control, with focus on IFO-based methods. An interesting
observation is that all schemes under consideration for
practical purposes can be recast as variants of the SCVM.
Although sensorless IM control today is a mature field,
there are still some openings for further research. One is
the possibility of obtaining complete stability with an
estimator based on the instantaneous reactive power, thus



eliminating the sensitivity to the stator resistance. As
discussed in [32], it is difficult to achieve stability in the
regeneration region of such estimators, but some progress
has been reported; see [35] and the papers cited therein.
Another topic is online adaptation of the rotor resistance
(possibly combined with adaptation of the stator
resistance). Although the rotor resistance does not affect
the field orientation in a sensorless drive, it does affect the
accuracy of the speed estimation. Rotor-resistance
adaptation for a sensorless drive requires additional
excitation in order to work during steady-state conditions;
see [36] for a review of the topic and new results.

List of symbols

stator-voltage space vector
stator-current space vector
rotor-flux space vector
rotor-flux-estimate space vector

ω1 stator frequency
ωr electrical rotor speed
Ψref rotor-flux-modulus reference
RS,RR stator and rotor resistances
LM,Lσ magnetising and leakage inductances
ɑ inverse rotor time constant
np number of pole pairs
K space-vector scaling constant.
Es flux EMF

Glossary of terms

Direct field Estimation of flux using current model (CM) or



orientation

(DFO)

voltage model (VM) in stationary (αβ) reference
frame

Indirect

field

orientation

(IFO)

Estimation of flux using current model (CM) or
voltage model (VM) in dq reference frame

Direct self-

control

(DSC)

Another name of direct torque control (DTC)

Observer

The observer is usually a computer program
which provides the estimates of internal stat
variables for a given real system
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14.1 Introduction

When compared to induction motors, permanent magnet
synchronous motors (PMSMs) feature higher torque
density, improved efficiency and increased constant power
speed range. These distinct advantages have resulted in
PMSMs being employed in a myriad of industrial
applications. Traditionally, the open-loop V/f control
scheme has been the preferred method for PMSM drives
owing to its inherent simplicity. Nevertheless, as this
method is derived from the steady-state model of the
machine and does not rely on any motor feedback
information, it offers very poor dynamic performance and is
susceptible to external disturbances. Thus, its adoption is



limited to applications whose transients are relatively
unimportant or occur over long intervals. If high torque and
speed dynamic performance is required, the vector control
method becomes a necessity.

Unlike the open-loop V/f method, the vector control is
derived from the dynamic (d-q) model of the PMSM and
hence is capable of delivering superior torque and speed
dynamic performance. It is not unreasonable to expect a
vector-controlled PMSM drive to provide instantaneous
torque controllability down to zero speed. The block
diagram of the vector control scheme for PMSMs is
illustrated in Figure 14.1. From this figure, it can be
inferred that the vector control method possesses several
salient characteristics – the utilisation of proportional-
integral (PI) current controllers, the reliance on the motor
model and, most importantly, the requirement of a
mechanical encoder for rotor position feedback. In
practice, the latter poses several drawbacks such as
increased cost and complexity, difficulty of application in
hostile and harsh environments, reduced reliability due to
additional cabling and susceptibility to electromagnetic
interferences (EMIs).

Figure 14.1 Vector control of PMSMs



In view of the above-mentioned disadvantages, many
researchers have devised creative solutions to enable
sensorless operation of the vector control of the PMSM.
Instead of relying on the mechanical encoder for position
feedback, these methods utilise the existing voltage and
current feedback information to estimate the rotor position
of the PMSM. The proposed algorithms can broadly be
classified into four main categories:

Open-loop back electromotive force (EMF) estimators
[1–3]
Closed-loop current observers based on advanced
models [4–13]
High-frequency (HF) signal injection-based estimators
[14–19]
Current slope measurement methods [20–22].

The working principle of the open-loop back EMF
estimator [1–3] is very straightforward. The rotor flux
linkage vector of the PMSM is aligned to the rotor axis.
Since the rotor flux linkage is simply the integration of the
back EMF, the former and hence the rotor position
information can be extracted by estimating the back EMF.
A pure integrator is used to perform the estimation and this
automatically presents several problems. Any DC-offset
present in the measured current or voltage signals will be
accumulated by the integrator and will eventually cause it
to saturate, rendering the estimator unstable [23–25].
Furthermore, since it is open loop in nature without any
correction term, it is very sensitive to variations in the
machine parameters, in particular the stator resistance
[23]. Moreover, at low speeds, the back EMF is small and
the integrator becomes vulnerable to the influence of noise
and errors in the measured signals. As an illustration, the
output of the PI current controllers is the reference voltage.
This is usually taken to be the stator voltage and is used to



perform the integration. In reality, the reference voltage is
very different from the voltage that appears across the
terminals of the PMSM due to inverter non-linear effects
such as dead time and forward voltage drop of the power
switches [24–26]. At low speeds, this mismatch can be a
significant percentage of the actual voltage and
consequently, if the integrator uses the reference voltage
from the PI current controllers, the estimated back EMF
will be erroneous.

While several compensation techniques exist to improve
the performance the open-loop integrator, these problems
persist in the low-speed region. To further improve the
accuracy of the back EMF estimation, closed-loop
observers with explicit feedback have been proposed.
These observers are generally mathematically complex but
all of them possess a similar structure; i.e. they rely on
current feedback for enhanced accuracy. The most
commonly used closed-loop observer is the model reference
adaptive observer (MRAO) which simultaneously estimates
both the stator current and back EMF using the machine
model. Speed-adaptive observers can be realised in either
the stationary (α-β) [4,5] or rotating (d-q) [6,7] reference
frame. In both cases, the estimated current is compared
with the measured current and the error signal is then used
to improve the accuracy of the estimated quantities. The
estimated back EMF is further used to derive the rotor
position and speed information. Since the machine model
used by the observer is rotor speed dependent, it is
paramount that the model is speed-adaptive but this is
easily achieved using the estimated rotor speed. In recent
years, advanced control theories such as sliding mode
control [8–10] and Kalman filter [11–13] have been applied
to sensorless control of PMSMs with successful results. The
stability, dynamic performance and disturbance rejection
qualities of these observers have been proven to be
superior to those of the open-loop estimator. Nevertheless,



the problems that plague the latter still exist in the closed-
loop observer. Its performance degrades precipitously in
the very low-speed region, and torque controllability is
compromised at typically below 2%–3% of rated speed.

To achieve satisfactory torque control performance at
very low speeds including standstill, innovative algorithms
based on the anisotropies of the PMSM have been
proposed. The saliency or magnetic saturation effects
present in the PMSM result in rotor position-dependent
inductance variations. These variations are identified by
injecting an HF test voltage signal and measuring the
corresponding HF currents. Several HF injection methods
can be found in the literature. These methods can be
classified into rotating vector [14,15], pulsating vector
[16,17] and pulse width modulation (PWM) frequency
injection [18,19]. The test voltage signal is superimposed
onto the fundamental voltage and is usually selected to
have a frequency of at least 10 times of the rated frequency
to guarantee signal discrimination. Signal processing
techniques are then used to extract the rotor position
information embedded in the HF current signals. It has
been proven experimentally that this method can deliver
full-load torque operation even at standstill. However, the
necessity of additional HF signals means that increased
torque ripples, losses and audible noise are inevitable in
the system.

Alternatively, the stator current slope [20–22] can be
measured during the application of different voltage
vectors by means of large bandwidth current sensors. In a
vector-controlled PMSM drive, space vector modulation
(SVM) is the preferred PWM technique to synthesise the
reference voltage vectors. A total of two active voltage
vectors and one zero voltage vector are applied during one
switching interval, and their weighted sum is the reference
voltage vector. In principle, the current slope can be
measured during the application of the zero voltage vector



and is again measured when one of the two active voltage
vectors is applied. The two measurements are subtracted
from each other to eliminate the effects of the stator-
resistive drop and back EMF. The residual signal is the
current variation due to the stator inductances. Since the
inductances vary with rotor position, the current slope can
be processed to extract the rotor position information. In
this approach, no additional test signal is needed. However,
additional hardware and synchronisation issues between
the applied PWM and current measurement are its main
drawbacks. Furthermore, a minimum non-zero duty cycle
for the active voltage vectors must be implemented in the
PWM algorithm to ensure that the current variation during
the application of the active voltage vector is captured with
sufficient resolution. Nonetheless, this method is capable of
providing torque controllability at extremely low speeds
including standstill.

Based on the above discussion, this chapter is organised
as follows. A brief description of the mathematical model of
the PMSM in the stationary (α-β) reference frame from
which all the subsequent observers are derived is first
presented. The open-loop back EMF estimator is then
explained. This is followed by an elaborate analysis of the
speed-adaptive observer including its stability criteria and
gain selection guidelines. Another closed-loop observer
whose speed estimation is independent from the main
structure of the observer itself is also provided.
Subsequently, the HF signal injection technique and
current slope methods are discussed in great detail. Finally,
some simulation results are presented to aid the reader in
the visualisation of the performance of some of these
observers, pertaining to the sensorless control of PMSM
drives.



14.2 Mathematical model of the

PMSM

The mathematical model of the PMSM in the synchronous
rotating (d-q) reference frame can be expressed as

where

–  d-q axes components of the stator voltage
 d-q axes components of the stator current
 d-q axes inductance
stator resistance
permanent magnet flux linkage
rotor speed

The synchronous rotating (d-q) and stationary (α-β)
reference frames are depicted in Figure 14.2 and are
related by the Park’s Transform.

where   and   represent the d-q and α-β axes
components of the quantity f, respectively, and  denotes
the rotor position.



Figure 14.2 The synchronous rotating (d-q) and stationary

(α-β) reference frames of a PMSM

Applying Park’s Transform in (14.2) to (14.1) yields
mathematical model of the PMSM in the stationary (α-β)
reference frame.

where  and . Rearranging (14.3) as follows,



Ignoring linearisation errors, (14.4) can be expressed as

where  is termed as active flux linkage [27–
29]. Note that for a surface mounted PMSM,  and 

. Conversely,  for a synchronous reluctance motor
and . Thus,  can be viewed as the ‘effective’
permanent magnet flux linkage of a generic synchronous
motor. Now, integrating both sides of (14.5) with respect to
time and rearranging yields



where    are the α-β axes components of the active
flux linkage, respectively, and are given by

Moreover,   are the α-β axes components of the
stator flux linkage, respectively, and are governed by

The mathematical model expressed in (14.5)–(14.8)
lends itself automatically to the development of the open-
loop and closed-loop observers explained hereafter.

14.3 Open-loop back EMF estimator

The rotor position and speed can be obtained from the
open-loop estimator as follows. The stator flux linkage is
initially estimated from the back EMF according to (14.8):

where ^ denotes the estimated quantities. The three-phase
stator currents  and  are measured and converted into
the α-β reference frame via Clarke’s Transform.



In contrast, the stator voltages  and  are derived from
the DC-link voltage and switching status of the inverter or
alternatively, from the outputs of the PI current controllers 

 and  and applying inverse Park’s Transform:

Once the estimated stator flux linkage  and  are
found, the active flux linkage is derived from (14.6):

The estimated rotor position  is then simply obtained
by rearranging (14.7):

And, the estimated rotor speed  is found by
differentiating (14.13) and fed through a low-pass filter
(LPF) to remove the HF noise:

The estimation position and speed in (14.13) and
(14.14), respectively, are then used for Park’s



transformation and closed-loop speed regulation in the
vector control scheme depicted in Figure 14.1. The
structure of the open-loop back EMF estimator is
graphically shown in Figure 14.3. This estimator has the
advantage of being simple. However, in practice, the pure
integrator in (14.9) is seldom used due to its susceptibility
to DC measurement offsets present in the current and
voltage signals. The three-phase currents and DC-link
voltage of the PMSM drive are obtained using Hall sensors
and operational amplifiers. DC measurement offset due to
op-amp non-idealities are inevitable and they change
according to thermal conditions. As a consequence, these
offsets get accumulated at the integrator output and the
flux estimate drift out of bounds. The estimator eventually
fails even if a minute dc-offset is present in either the
voltage or current channel.

Figure 14.3 Block diagram of the open-loop back EMF

estimator

This problem is often mitigated by replacing the pure
integrator in (14.9) with an LPF whose cut-off frequency is 
. The block diagram of the modified estimator is shown in

Figure 14.4. Unlike a pure integrator, the LPF limits the
effect of the dc-offset gain k within reasonable limits at the
expense of its frequency response. From the bode diagrams
in Figure 14.5, it can be inferred that the LPF mimics the
integrator when the operating frequency . Conversely,
the gain and the −90° phase shift of the integrator are lost



as the frequencies reduce. If the PMSM drive operates at
frequencies below approximately ten times the cut off
frequency of the LPF , the stator flux linkage
estimation in (14.9), and hence, the estimated rotor
position and speed in (14.13) and (14.14), respectively, will
be erroneous and the stability of the PMSM drive will be
jeopardised.

Figure 14.4 Block diagram stator flux linkage observer with

the pure integrator substituted by an LPF

Figure 14.5 Frequency response of the pure integrator and

the LPF



This estimation error is further exacerbated if the effect
of inverter nonlinearities and stator resistance variations
are included. To improve the performance of the sensorless
PMSM drive in the lower operating speed range, the
closed-loop observers explained in the subsequent section
can be utilised instead.

14.4 Closed-loop speed-adaptive

observer

By combining (14.5) and (14.7), the PMSM can be
represented in state-space form.

where

– 

Based on the model in (14.15), a full-order closed-loop
speed-adaptive observer can be synthesised as follows:



where

– 

 is the gain of the observer.

Note that ^ denotes the estimated quantities and 

, where  and .

The state error dynamics can be found by subtracting
(14.16) from (14.15):

According to the Popov’s hyperstability criterion, the
matrix  must be negative definite. In addition, the
non-linear term  must fulfil the condition

where  and is a constant independent of . The first
condition can be fulfilled by carefully selecting the gain of
the observer  so that the eigenvalues of  lie in
negative real parts. As an illustration, the poles of the
observer can be designed to have identical imaginary parts
as the motor poles, but shifted to the left in the complex
plane. Rewriting (14.16) in complex form yields



where

– 

Thus, the poles of the observer are the roots of the
matrix  which can be found by solving the
characteristic equation

The poles of the PMSM can easily be found from (14.20)
by setting the individual gains . It can be
shown that the poles of the PMSM lie at  and .
Let the poles of the observer be



where . Then, the characteristic equation reduces to

Comparing (14.20) and (14.22) yields

Note that the poles in (14.21) have negative real parts,
and therefore, the first condition of Popov’s hyperstability
criterion is satisfied. The gain of the observer  in (14.23)
requires the estimated rotor speed  which can be derived
from the second condition of Popov’s hyperstability
criterion. Assuming that the estimation errors are small, it
can be inferred from (14.6) that

Then, from the second Popov’s hyperstability criterion,



Define the speed adaptation law

where , . Substituting (14.26) into (14.25) yields

The first term on the right-hand side, 
 for all . The second term can be

rewritten as



where  is independent of  and 
. Thus,  and the

observer expressed by (14.16) with gains in (14.23) is
stable. Furthermore, the rotor speed can be estimated from
(14.26). On the other hand, the rotor position is found from
the estimated active flux linkage in (14.16).

The block diagram of the closed-loop speed-adaptive
observer is shown in Figure 14.6. In general, this observer
delivers improved performance compared to the open-loop
integrator but it is still vulnerable to effects to DC-offset
and inverter non-linearities. Furthermore, due to its speed-
adaptive nature, its low-speed performance is also limited.
In digital realisation of the observer, the speed adaptation
in (14.26) is usually performed as the last step of the
estimation process. Hence, the speed estimate is affected
by cumulative errors, noise and delays [30]. When the
inaccurate speed value is fed back to the observer in
(14.16), the current, active flux linkage and speed
estimation gradually worsen. This can easily lead to drive
instability especially at low speeds. An alternative is to
adopt the speed non-adaptive observer elaborated in the
succeeding section.



Figure 14.6 Block diagram of the closed-loop speed-

adaptive observer

14.5 Closed-loop speed non-adaptive

observer

A closed-loop observer independent of rotor speed
adaptation [10] can easily be synthesised by incorporating
a feedback term to the open-loop estimator in (14.9):

where

– 

and  is the gain of the observer.
Note that ^ denotes the estimated quantities and the

estimated stator currents  and  can be found from the



current model of the PMSM:

where  and . Assuming

orientation, the stator current error is given by

where  and  are the stator current and stator
flux linkage error, respectively. The stator flux linkage
error dynamics are governed by

where  is the stator resistance estimation error.
Define a Lyapunov candidate function

where . Assuming that the stator resistance remains
constant within one sampling interval,

Substituting (14.32) and (14.33) into (14.35) yields



Since , (14.36) can simplified to

For global asymptotic stability, . Hence, the
following relationships can be deduced:

Equation (14.38) ascertains the online stator resistance
estimator:

A larger gain  improves the response time of the
estimator but may induce unwanted oscillations. As the
changes in the stator resistance  are caused by thermal
effects which have large time constants, a lower value 
usually suffices. Now, the inequality in (14.40) dictates that
the matrix  must be positive definite and can
be easily satisfied by appropriate selection of the individual
gains  and . Note that the eigenvalues of the matrix 

 dictate the convergence of the observer
and are given by the roots of the characteristic equation



Without the observer gains ( ), the eigenvalues
lie at  and the observer is marginally stable.
Shifting these eigenvalues to the left by an amount  to
improve the convergence of the observer,

where . Then, the characteristic equation reduces to

Comparing (14.41) and (14.43) yields

Note that while the observer gain  in (14.44) requires
the estimated rotor speed information, the observer
expressed by (14.30) and (14.31) itself is speed
independent. Once the stator flux linkage is estimated in
(14.30), the active flux linkage can be found from

The estimated rotor position  is then simply given by



And, the estimated rotor speed  is found by
differentiating (14.46) and fed through an LPF to remove
the HF noise.

The block diagram of the closed-loop speed-adaptive
observer is shown in Figure 14.7. While this observer is
speed independent, its performance is still limited by the
accuracy of the measured current and voltage signals as
well as the parameters of the PMSM. Hence, there is a
lower speed limit for stable operation of the observer. To
further improve the performance of the sensorless PMSM
drive in the very low-speed region, the non-model-based
approach such as the HF signal injection and current slope
techniques subsequently explained can be adopted instead.

Figure 14.7 Block diagram of the closed-loop speed non-

adaptive observer

14.6 HF signal injection

This method entails superimposing an HF voltage signal on
the existing fundamental control voltage signals to the
terminals of the PMSM and extracting the rotor position



information from the resultant HF current signals. Let a
carrier voltage signal with amplitude  and angular
frequency  in (14.48) be injected into the windings of the
PMSM [14,15].

where   represent the α-β axes components of the
injected HF voltage signal. It is paramount that the
amplitude  be high enough to allow discrimination of the
resultant current signals from HF noise. At the same time,
it must be low enough such that the available DC-link
voltage can be maximally utilised. On the other hand, the
carrier frequency  must be high enough to ensure
spectral separation between the HF current signals and
that of the fundamental excitation. Assuming that the rotor
speed is much smaller than the carrier frequency  and the
stator resistance is negligible compared to the HF
reactances, the resultant HF current signals  and  can
be obtained by substituting (14.48) into (14.3):

The HF currents in (14.49) consist of two terms. The
first term is the positive sequence currents whose
amplitude depends on the average inductance of the PMSM
and oscillates at the carrier frequency . Conversely, the
second term is the negative sequence with an amplitude
proportional to the difference between the d-q axes
inductances and contains information on the rotor position 

. This term can be extracted by passing through the



measured currents through a band-pass filter with centre
frequency  to isolate the HF components   which are
subsequently demodulated according to (14.50):

where  and 

and  signify the α-β axes components of the demodulated
HF currents governed by

where  is the rotor position estimation error. The
demodulated currents in (14.51) are then low-pass filtered
to retain the second term containing the rotor position
information. Taking the β-axis component reveals an error
signal :

where . Assuming that the estimation error is
small, (14.52) can be approximated by



A PI controller cascaded with an integrator is then used
to drive the error in (14.53) to zero and to obtain the
estimated rotor position . The HF signal injection scheme
is depicted in Figure 14.8. Note that the output of the PI
controller is the estimated rotor speed . The closed-loop
system can also be interpreted as the phase-locked loop
(PLL) shown in Figure 14.9. The LPF has the transfer
function

where  is the cut-off frequency of the LPF. On the other
hand, the transfer function of the PI controller is given by

where  and  are the proportional and integral gains of
the controller, respectively. Hence, the closed-loop transfer
function of the PLL in Figure 14.9 is



Figure 14.8 Block diagram of the HF signal injection

method

Figure 14.9 PLL for rotor position and speed estimation

By selecting the closed-loop poles of  to lie at 
with multiplicity of 3, where , the PI controller gains
can be obtained [16]:

Furthermore, the cut-off frequency of the LPF is related to
the pole  by the following equation:

The HF signal injection method works extremely well at
very low operating speeds. However, as the rotor speed
increases, it becomes increasingly difficult to separate the
HF currents from that of the fundamental frequency and as
a result, the effectiveness of this method deteriorates.
Thus, it is imperative that the HF signal injection scheme is
disabled, and instead, the model-based closed-loop
observer is used by the sensorless PMSM drive at high
speeds. The former can easily be amalgamated with the



closed-loop speed non-adaptive observer discussed in the
preceding section to achieve sensorless drive operation
over a wide speed range. The block diagram of the
combined observer is illustrated in Figure 14.10. The HF
signal injection technique provides an additional current
error feedback component ,  to the stator flux linkage
observer expressed by (14.30).

Figure 14.10 Combined HF signal injection and closed-loop

speed non-adaptive observer

where ,  is the estimated stator flux linkage obtained
from (14.30), ,  is the estimated stator current using



the HF signal injection method and  is the estimated
rotor position obtained from the PLL in Figure 14.9. The
current error in (14.59) is fed back to the stator flux
observer via a speed-dependent observer gain :

where  is the observer gain expressed in (14.30) and
(14.43). To ensure a smooth transition between the HF
signal injection technique and the model-based observer,
the function  is mathematically defined as

where  is the rotor speed at which the HF signal injection
is disabled. The function  is graphically shown in
Figure 14.11.

Figure 14.11 Speed-dependent function 

In addition, the amplitude of injected voltage signal in
(14.48) is also decreased linearly with rotor speed.



where  is the amplitude of the injected voltage signal at
standstill. In the combined observer, the estimated rotor
position  and speed  used for sensorless control are
derived from (14.45) and (14.46), respectively.

The performance of the sensorless PMSM drive with the
combined HF signal injection and closed-loop speed non-
adaptive observer is investigated in simulation and the
results are reported in Figures 14.12–14.14. Figure 14.12
shows persistent zero speed operation while rated load
torque is added to the shaft of the motor at  and
subsequently removed at . The sensorless drive is
stable without any speed estimation error except during the
load transients. Furthermore, the position estimation error
is maintained within 0.05 rad. throughout.

Figure 14.12 Performance of the sensorless PMSM drive

with the combined HF signal injection and closed-



loop speed non-adaptive observer at standstill due

to rated load torque disturbance. The first subplot

shows the motor speed while the second subplot

illustrates the developed torque. The third and

fourth subplots depict the speed and position

estimation errors, respectively

Figure 14.13 Performance of the sensorless PMSM drive

with the combined HF signal injection and closed-

loop speed non-adaptive observer due to speed

reversal from +0.01 p.u. to −0.01 p.u. with rated

load torque. The first subplot shows the motor

speed while the second subplot illustrates the

developed torque. The third and fourth subplots

depict the speed and position estimation errors,

respectively



Figure 14.14 Performance of the sensorless PMSM drive

with the combined HF signal injection and closed-

loop speed non-adaptive observer due to

acceleration from standstill to +0.8 p.u. and

subsequent rated load torque disturbance. The

first subplot shows the motor speed while the

second subplot illustrates the developed torque.

The third and fourth subplots depict the speed and

position estimation errors, respectively

On the other hand, the performance during speed
reversal from +0.01 p.u. to −0.01 p.u. at  while driving
rated load torque is displayed in Figure 14.13. The drive is
also stable during the motoring and regeneration modes
and both the speed and position estimation errors are
negligible. The crossover between the signal injection and
model-based observers can be ascertained from Figure
14.14. In Figure 14.14, the motor is accelerated from
standstill to 0.8 p.u. at  with no load. Full-load torque is
then added to the shaft of the motor at . The transition



between both methods is smooth and the signal injection is
disabled at higher speeds. This is evidenced by the
reduction in HF torque ripples at higher speeds. In any
case, the stability of the drive is maintained at both low and
high speeds with the position estimation error kept within
0.1 rad. Speed estimation error is present during the
transients due to the lag effect of the speed filter but
quickly converges to zero in steady state.

14.7 Current slope measurement

method

In vector-controlled PMSM drives, SVM is the most
commonly used PWM method to synthesise the reference
voltage vector. In this approach, the weighted sum of two
active voltage vectors and one zero voltage vector over one
switching period generates the reference voltage vector.
Figure 14.15 illustrates an example of the PWM signals for
the power switches of phases a, b and c of the inverter
during one switching cycle. If the current slope technique
is used in conjunction with SVM for sensorless control, it is
imperative that the current slope is measured during the
application of two distinct voltage vectors within one
switching interval, preferably during one active and the
zero voltage vector.



Figure 14.15 Example of the PWM signals for the power

switches of phases a, b and c of the inverter under

SVM during one switching cycle

Assuming such a method is adopted, according to (14.3),
during the application of the active voltage vector 

,

On the other hand, during the application of the zero
vector , (14.3) can be rewritten as



Assuming that the rotor position  remains constant
during one sampling interval, subtracting (14.65) from
(14.64) yields

where  and  are the α-β axes stator current

slopes during the active and zero voltage vectors,
respectively. According to (14.66), by measuring the slope
of the α-β axes stator currents alongside the applied
voltage vector within the control cycle, the rotor position
can be derived using the recursive least squares (RLS)
algorithm. The first row of (14.66) can be alternatively
expressed as

where

– 



The coefficients of vector  contains the rotor position
information and can be estimated using the RLS algorithm:

where  is the forgetting factor and  and  denote the
current and previous control cycles, respectively. P is
called the covariance matrix given by

Since the applied voltage vector  is always known at
every time instant and the current slopes  are measurable,
the RLS algorithm can be applied in real time to
continuously update the coefficients of vector . The same
algorithm ought to be applied to the second row of (14.66).
Subsequently, the rotor position  can be derived from

where  and  are the coefficients of vector  found from
the RLS algorithm described above.  and  are the
coefficients of vector  when RLS is applied to the second
row of (14.66). It is paramount in this method that proper
synchronisation exists between the application of the
voltage vector and the measurement of the current slope.
In real time, the current slope is obtained by measuring
two current samples and calculating the first-order
difference when a certain voltage vector is applied, as
shown in Figure 14.16.



Figure 14.16 Current slope measurement technique

The PWM signal triggers the application of the active
voltage vector at time . The current  of phase-a is
measured at time  after a pre-programmed time delay.
This time delay must be larger than the sum of the dead
time and current transient due the switching action of the
inverter, as shown in Figure 14.16. Another current sample
is taken at time  just before the PWM signal goes low at
time . This current measurement instant  can be also
programmed in the controller since the falling edge instant 
 of the PWM signal is always known in advance. The

current slope  of phase a is then calculated as a first-order
difference:



This current measurement method is repeated for
phases b and c to obtain the current slopes of those two
phases. The α-β axes components of the current slope due
to the active voltage vector are then given by Clarke’s
Transform:

where  and  are the current slopes of phases b and c,
respectively. In the same manner, during the application of
the zero voltage vector, the foregoing technique is
identically applied to all three phases to obtain the current
slopes. Akin to the HF signal injection method, the current
slope approach can be merged with the closed-loop speed
non-adaptive observer to attain sensorless control over a
wide speed range. The block diagram of the resultant
observer is depicted in Figure 14.17. The current slope
method provides the additional current error feedback term

,  to stabilise the observer at low speeds:

where ,  is the estimated stator current using the
current slope method while  is the estimated rotor
position found in (14.70). The current error in (14.74) is fed



back to the stator flux observer through the same speed-
dependent observer gain  defined in (14.61).

Figure 14.17 Combined current slope measurement and

closed-loop speed non-adaptive observer

The performance of the sensorless PMSM drive with the
combined current slope measurement and closed-loop
speed non-adaptive observer in simulation are shown in
Figures 14.18–14.20. Figure 14.18 illustrates the standstill
operation with rated load torque disturbances. Full load is
added to the shaft of the motor at  and subsequently
removed at . The stability of the drive is maintained
without any speed estimation error except during the load
transients. Furthermore, the position estimation error is
less than 0.02 rad. both during steady-state and transient
conditions.



Figure 14.18 Performance of the sensorless PMSM drive

with the combined current slope measurement and

closed-loop speed non-adaptive observer at

standstill due to rated load torque disturbance.

The first subplot shows the motor speed while the

second subplot illustrates the developed torque.

The third and fourth subplots depict the speed and

position estimation errors, respectively



Figure 14.19 Performance of the sensorless PMSM drive

with the combined current slope measurement and

closed-loop speed non-adaptive observer due to

speed reversal from +0.01 p.u. to −0.01 p.u. with

rated load torque. The first subplot shows the

motor speed while the second subplot illustrates

the developed torque. The third and fourth

subplots depict the speed and position estimation

errors, respectively



Figure 14.20 Performance of the sensorless PMSM drive

with the combined current slope measurement and

closed-loop speed non-adaptive observer due to

acceleration from standstill to +0.8 p.u. and

subsequent rated load torque disturbance. The

first subplot shows the motor speed while the

second subplot illustrates the developed torque.

The third and fourth subplots depict the speed and

position estimation errors, respectively

The performance during full-load speed reversal from
+0.01 p.u. to −0.01 p.u. at  is shown in Figure 14.19.
The drive is also stable during the motoring and
regeneration modes and both the speed and position
estimation errors are negligible. The motor is accelerated
from standstill to +0.8 p.u. at  with no-load in Figure
14.20 to examine the efficacy of the crossover between the
current slope measurement, and model-based observer
methods can be ascertained from Figure 14.14. The
additional feedback from the former is included at low



speeds but is disabled at higher speeds. Full-load
disturbance is subsequently added to the shaft of the motor
at . In any case, the stability of the drive is maintained
throughout with negligible position estimation error. The
speed filter introduces speed estimation errors during the
speed and load transients but quickly converges to zero in
steady state.

14.8 Summary

This chapter presented several key rotor position and speed
estimation methods used in sensorless PMSM drives.
Although many estimation techniques exist, they can
always be divided into either the model-based and non-
model-based approach. The former can be configured in
either open loop or closed loop. The open-loop method
offers the benefit of being straightforward. The stator flux
linkage is simply found by integrating the back EMF of the
PMSM, and subsequently, the rotor position is derived from
both the stator flux linkage and measured stator currents.
Despite its simplicity, it is extremely sensitive to machine
parameter variations, current and voltage measurement
errors and inverter non-linearities. As such, its accuracy
degrades significantly, leading to loss of drive stability in
the low-speed region. Its performance can be improved
somewhat by incorporating current estimation error
feedback, yielding the closed-loop observer. Two classes of
closed-loop observers were presented – the full-order
speed-adaptive observer and the speed non-adaptive
observer. Both observers are more mathematically complex
than their open-loop counterpart but provide much
improved performance in the low-speed region. Since they
still use the mathematical model of the PMSM, parameter
variations, measurement errors and inverter non-linearities
still limit their performance. Therefore, they cannot be
expected to deliver torque controllability down to zero



speed. To circumvent this problem, non-linear effects such
as anisotropy in the interior PMSM and magnetic
saturation in the surface mounted PMSM can be exploited
to provide enhanced rotor position estimation accuracy at
very low speeds including standstill. Two methods that take
advantage of these properties are the HF signal injection
and current slope measurement. In the former, a test
voltage signal with a frequency significantly higher than
the fundamental frequency is injected into the windings of
the PMSM and the resultant current oscillations are
measured. It was shown that the rotor position information
embedded in the HF currents can be extracted by the
application of signal processing techniques. Alternatively,
the current slopes can be measured using high bandwidth
current sensors to derive the rotor position. It was also
proven that the current slopes contain the rotor position
information and by using system identification techniques
such as the RLS algorithm, the rotor position and, hence,
the speed can be estimated. Both methods provide stable
full torque operation down to zero speed, but not without
their own issues. The signal injection technique induces
unwanted torque ripples and audible noise in the system
while the current slope measurement approach demands
delicate synchronisation between the PWM signals and
current measurement. Nevertheless, both these methods
have been combined with the closed-loop speed non-
adaptive observer to achieve sensorless PMSM drive
operation with complete torque controllability over a wide
speed range. The simulation results presented prove the
veracity of the presented techniques.

List of symbols

ʋd, ʋq d-q axes components of the stator voltage
id , iq d-q axes components of the stator current



Ld, Lq
d-q axes inductance

Rs Stator resistance
f Permanent magnet flux linkage
ωre Rotor speed
re Rotor position
a Active flux linkage
λα,λβ α-β axes components of the stator flux linkage
ωT Rotor speed

Glossary of terms

Sensorless

control

The control of a parameter (current, voltage or
speed) without using any physical sensor

Estimator It is another name of the observer
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15.1 Introduction

Model predictive control (MPC) was first introduced in
1960s and received industrial acceptance in the late 1970s
[1]. Since then, MPC has become popular for different
industrial applications [2–4], especially in the chemical
industry, where desired control objectives do not change
frequently. This means that the time constant in chemical
processes is long enough to undertake the required
calculations online and to update the control actions. At
that time, MPC was not suitable for dynamic adaptive
systems, such as power electronics applications, where the
desired control objectives change frequently and hence



require a far shorter response time. This is because the
speed of available digital signal processors (DSPs) was not
high enough to accomplish the necessary calculations
within the short control duration. Later, due to the
continuous development of DSPs and advancement of
semiconductor switches, MPC has spread out in different
branches of power electronics, such as converter
technologies, energy storage and conversion systems,
smart grid, renewable energy conversion and motor drives.
MPC for motor drives has drawn much attention from the
research community in the last few years [5–17]. The
controller can be considered as a well-established
technology in the research and development stages [18].
Further, research and development efforts are still
required to make this technology available in the industrial
and commercial level [18,19].

MPC meets the requirements of modern control systems,
such as using plant model and digital control platforms,
and allows consideration of many system constraints and
restrictions [14]. There are two types of MPC [8,12]:
continuous control set MPC (CCS-MPC) and finite control
set MPC (FCS-MPC). In CCS-MPC, the controller generates
a continuous output for a modulator, and the modulator
generates the switching signals for the inverter to generate
the required voltage. Due to the presence of the modulator,
the controller yields a constant switching frequency.
Conversely, in FCS-MPC, the finite number of control
actions available in the system – inverter switching states
for motor drives – is evaluated against the desired control
objectives. The outputs of the controller are discrete and
are directly used to switch the power switches on/off in the
inverter. The controller yields a variable switching
frequency due to the absence of a modulator.

The finite-state predictive torque control (FS-PTC) of
motor drives is an FCS-MPC strategy [15,20–24]. In FS-
PTC, torque and stator flux are predicted for the finite



number of admissible switching states of a voltage source
inverter (VSI). The switching state that minimises torque
and flux ripple most is chosen as the optimal switching
state, and is obtained by actuating a predefined cost
function. Several targets, variables and constraints with
appropriate weighting factors can be included in the cost
function and controlled simultaneously. The selected
optimum switching state is applied directly to the inverter
to produce the voltage vector to be applied to the motor
terminals in the next sampling instant, without requiring an
intermediate modulation stage [15]. Another important
advantage of PTC is that it has no inner current control
loop. As a result, the controller yields fast dynamic
response. The advantages of the PTC may thus be
summarised as follows:

1. The concept is simple and intuitive.
2. The algorithm is easy to implement.
3. It facilitates the inclusion of system nonlinearities and

constraints.
4. Multivariable cases can be controlled simultaneously.
5. It meets the requirements of modern control systems,

such as using plant model and digital control platforms.
6. The control algorithm can be modified easily for various

applications.

15.2 Comparison between the PTC

and classical control strategies

(FOC and DTC)

There are two well-established high performance control
strategies that exist for AC drives: field orientation control
(FOC) [25] and direct torque control (DTC) [26]. FOC was
first introduced in the 1970s and it brought a revolution in
AC motor control [25]. DTC was introduced in the 1980s



and offered a simpler control structure than FOC [26]. Both
controllers have been accepted widely in different
industrial applications, pushing traditional DC motors
towards obsolescence. In the FOC, the stator currents are
decomposed into two components: d-axis component for
flux and q-axis component for torque, to realise the
behaviour of a separately excited DC machine. Both
currents are regulated by two linear proportional-integral
(PI) controllers in the synchronously rotating reference
frame. A decoupled control of torque and flux is achieved
by aligning the d-axis with the rotor flux position. Finally,
the gate pulses of the inverter are generated using space
vector modulation (SVM) to produce the desired voltage
vector. The FOC strategy provides good dynamic torque
and flux responses with constant switching frequency
[27,28]. However, the control structure is complex because
of two PI regulators, SVM blocks and axis transformation
which requires a high-resolution shaft-mounted speed
sensor. Moreover, the robustness of the controller has
significant parameter dependency. In contrast, the DTC
structure is simpler as it does not have any axis
transformation (between the synchronous and stationary
frames) and modulation blocks. This control strategy has
emerged as an alternative to the FOC strategy [29]. It uses
a predefined switching table based on the stator flux
position and error signs of torque and flux to select the
most appropriate voltage vector for the inverter. The
controller provides quick dynamic response. However, the
DTC structure includes two hysteresis blocks for
controlling torque and flux, which produces more ripple in
the torque and flux and variable switching frequency [29].
Research continues on the DTC strategy to reduce these
drawbacks and to ensure energy efficient operation of
motor drives [30]. On the other hand, PTC has neither
modulation nor hysteresis blocks, and is thus a simpler



structure compared with the FOC and DTC. The
comparison between the classical control and PTC
strategies is summarised in Table 15.1.

Table 15.1 Comparison among FOC, DTC and PTC

strategies

15.3 PTC System modelling

15.3.1 State-space representation of

three-phase systems

State-space representation makes an AC circuit simple to
represent and easy to understand and analyse. This study
considers a three-phase squirrel-cage induction motor (IM).
The IM is supplied from a three-phase AC source. It is well
known that the three phases (a-b-c) are located 120° apart
in space, as shown in Figure 15.1. They are linearly
dependent on each other, which complicates the system
model. To simplify the notation of three-phase electrical
variables, such as voltage, current and flux, the variables
can be modelled adequately using a two-axis reference
frame. The two-axis representation of the three-phase
system is called ‘state-space representation’. This two-axis
reference frame may be stationary (α-β) or synchronously



rotating (d-q), as shown in Figure 15.1. For the state-space
representation, the components of a particular variable
along a-b-c coordinates are projected on α-β or d-q

coordinates. The two coordinates in each reference frame
are mutually perpendicular to each other, and linearly
independent. This independence makes it possible to
control both the flux and torque of an AC machine
independently, similar to a separately excited DC machine.

Figure 15.1 State-space two-axis (α-β and d-q)

representation of three-phase (a-b-c) systems

Using the current as an example, the transformation of
the a-b-c frame to α-β frame, which is known as Clarke
transformation – is expressed in matrix form as



Sometimes it is necessary to transform α-β frame into a
d-q frame, especially in vector control (i.e. FOC) design for
motor drives. The transformation is called as Park
transformation and can be expressed as

where θs is the angle between the α-β and d-q reference
frames, as shown in Figure 15.1. Direct transformation
from the a-b-c frame to the d-q frame (or vice versa) is also
used for dynamic modelling of a three-phase system [31].

The current components of iα and iβ are sinusoidal, as
the current vector is rotates at a constant speed with
respect to the α-β frame. In contrast, the id and iq

components are normally constant (DC) or piece-wise
constant, and are thus linearised. The aforementioned two
transformations are equally applicable for voltage and flux,
and the transformations are reversible.

The state-space representation of the IM variables in
both the α-β and d-q reference frames is as follows:

15.3.2 Modelling of the IM

The state-space model of a squirrel-cage IM in α-β
reference frame can be described by (15.1)–(15.6):



where s is the stator voltage vector, s is the stator current
vector, r is the rotor current vector, s is the stator flux
vector, r is the rotor flux vector, Te is the electromagnetic
torque, Tl is the load torque, ωm is the rotor angular speed,
ωe is the rotor angular frequency and p is the number of
pole pairs and the remaining parameters are the machine
parameters.

The rotor angular frequency ωe is related directly to the
rotor angular speed ωm by the number of pole pairs p as

The stator voltage formula in (15.1) shows the
relationship among the supplied voltage, stator ohmic drop
and stator inductance drop. The inductance drop has two
components: stator leakage-inductance drop and back
EMF. If the operating speed is not too low, the ohmic drop



is negligible compared with the back EMF; thus, the stator
flux is directly proportional to the supplied voltage. This
assumption is generally used in the DTC strategy [24]. In
this case, an ohmic drop equivalent voltage is injected to
the controller at low speed for better accuracy of the
controller. As the rotor of a squirrel-cage type is short-
circuited itself, the applied voltage at the rotor side is zero,
as shown in (15.2). The induced rotor voltage is
proportional to the slip (relative velocity between stator
flux and rotor speed). Thus, in normal operations under a
certain frequency, the induced rotor voltage is maximum at
zero speed (slip is equal to 1) and minimum at around
synchronous speed (slip is close to 0). By replacing the
variable r from (15.2) with the variables r and s, the
modified rotor voltage equation becomes

Equation (15.8) is called the rotor current model of the
IM, in which s and 

r
 are considered as state variables.

Generally, the rotor current model is used to estimate the
rotor flux. Using (15.3) and (15.4), a relationship is
established between the stator and the rotor fluxes as

where  is the total leakage factor. Equation (15.9) is
used to estimate the stator flux. The symbol ‘^’ in (15.9) is
used to indicate the estimated variable.

Some other parameters (not physical) are used
frequently in machine modelling for compact expression.
These are given in the following:



The electromagnetic torque developed by the motor is
estimated using (15.5). The estimated torque quality is
dependent directly on the stator current and stator flux and
thus on the measurement and estimation, respectively. In
PTC, predictions of both the stator flux and stator current
are required to predict the torque. Equation (15.1) is
employed for stator flux prediction. The stator current is
predicted using the equivalent equation of the stator and
rotor dynamics of a cage type IM [32]; the expression in
compact form is

The torque balance in (15.6) is useful for designing a
speed controller for motor drives. If the load torque Tl
connected with the motor changes, the controller should
compensate for any effects on speed. The motor will then
spin at the command speed.

15.3.3 Modelling of the inverter



In this study, a two-level VSI (2L-VSI) is considered to
produce the necessary voltage vectors. The circuit topology
of a 2L-VSI is shown in Figure 15.2. The inverter produces
two different levels of voltage, +Vdc or −Vdc, at the output
terminals, so called 2L-VSI. The required switching state
variables Sx for each phase x = {a, b, c} are either logic ‘1’
or ‘0’. The two switching signals in each phase are
complementary. Hence, only one switching signal is
generated by the controller. Another switching signal is
generated by using logic inversion and dead-time generator
circuits. However, because of simplicity, dead-time
compensation is not considered in this study. All possible
switching states S are shown in Table 15.2. The switching
states, in terms of vector for three phases, can be
expressed as

where .

Figure 15.2 Circuit topology of a 2L-VSI showing positive

convention for voltages and currents



Table 15.2 Voltage vectors of the 2L-VSI

S = [SaSb Sc]

0 0 0 0

1 0 0 2/3Vdc

1 1 0 1/3Vdc + j√3/3Vdc

0 1 0 −1/3Vdc + j√3/3Vdc

0 1 1 −2/3Vdc

0 0 1 −1/3Vdc − j√3/3Vdc

1 0 1 1/3Vdc − j√3/3Vdc

1 1 1 0

A 2L-VSI produces eight voltage vectors corresponding
to eight different state vectors at the output terminals, as
shown in Figure 15.3. The voltage vectors generated by the
inverter can be defined by

where a, b and c are phase voltages.

Figure 15.3 Space distribution of all admissible voltage

vectors of the 2L-VSI



The voltage vectors can also be expressed in terms of
state vectors and the DC-link voltage as

The inverter is considered as a nonlinear discrete
system. The discrete nonlinear voltage vectors, as shown in
Table 15.2, are the only control actions in FCS-MPC to
drive the motor. With the increase of the number of level of
the output voltage of inverter, the discrete number of
nonlinear voltage vector increases. For example, the
number of control actions for three-level and five-level
inverters are  and , respectively.

15.4 Basic structure and working

principle of PTC

PTC explicitly uses the model of the inverter and motor. An
FS-PTC model comprises two steps: prediction and cost
function optimisation, as shown in Figure 15.4. However,
the prediction requires a preliminary estimation step. Some
variables unavailable (or not reliable) for measurement are
estimated in the estimation step.



Figure 15.4 FS-PTC scheme for the 2L-VSI-fed IM drive

15.4.1 Estimation

In an FS-PTC system, estimations of stator flux  and rotor
flux  are required based on the present measurements of
stator current s and rotor speed ωm. Conventionally, the
rotor current model of the IM as shown in (15.8) is
employed to estimate the rotor flux. Then, the simple
relationship between the stator and rotor flux is used to
estimate the stator flux. The execution frequency of the
estimator is the same as that of the controller.

Different discretisation techniques are used in PTC to
discretise the system. The most common discretisation
techniques are Euler approximation and Taylor series
expansion [33]. Incorrect model discretisation introduces
errors and degrades the performance of the controller.
Using the standard backward-Euler approximation, the



estimations of rotor and stator flux in discrete form can be
expressed as

The estimated electromagnetic torque can then be
obtained as

15.4.2 Prediction

The first step of predictive control is performed by
predicting the stator flux and torque. PTC may be designed
with short or long prediction horizon. Predicting of control
objectives for the next step is called short prediction
horizon, and for beyond the next step is called long
prediction horizon. MPC with long prediction horizon yields
better system’s performance and stability than short
prediction horizon [34]. However, MPC with long
prediction horizon is computationally expensive. Hence,
PTC with short prediction horizon is considered in this
study.

The selection of variables to be predicted is dependent
on the desired control objectives. More numbers of
variables mean that the controller requires more
calculations. All possible voltage vectors { 0, …, 7} are
evaluated to predict the desired objectives. The stator
voltage model of the IM is generally used for stator flux
prediction. Using the forward-Euler approximation, the
voltage model in discrete time steps can be expressed as



In order to predict the electromagnetic torque, the
stator current is also predicted. Hence, the predictions of
the stator current discretising (15.10) and then the torque
can be expressed as

15.4.3 Cost function optimisation

The predicted variables are evaluated by a predefined cost
function. Generally, in FS-PTC, the cost function includes
absolute values of torque error  and flux error 

. Hence, the cost function can be defined as

where  is the reference torque and  is the
predicted torque,  is the reference stator flux (which is
always kept constant if field-weakening is not considered)
and  is the predicted stator flux;  and  + 1 are the
present and next sampling instant. In this study, the
weighting factor  sets the relative importance of the
stator flux as compared with the torque. Since the sampling
time is very small, it is a common practice to assume  as

 [35].
The losses in the inverter are directly proportional to the

switching frequency. Hence, the switching frequency
should be optimised. For average switching frequency



reduction, a switching transition term  is included in the
cost function and can be defined as follows [14]:

where  is the probable switching state for the next
time instant  +1,  is the applied switching state to the
inverter at the time instant  and i is the index of possible
voltage vectors { }. Using the total number of
switching transitions  over the duration T, the average
switching frequency  per semiconductor switch is
calculated by . In the later part of this
chapter, the conventional FS-PTC with switching transition
term in the cost function is defined as FS-PTC ( ).

In order to protect from overcurrent, the cost function 
must include another term Im which is designed based on
the maximum current capacity of the stator winding.
Therefore, the term Im can be defined as

Thus, the complete cost function  for the controller is

where is the weighting factor of . The fourth term Im

does not need a weighting factor. Under normal operating
condition, the value of Im is 0 and thus it has no effect on .
Selecting proper weighting factors for the other three
different objectives is a difficult task. The desired system



performance may not be achieved due to improper
selection of the weighting factors.

The switching state that yields minimum  in (15.23) is
stored as an optimal switching state , which is used
as  in the next sampling instant. The switching state 

 produces voltage vector  which is applied to the
motor terminals at instant k. The algorithm of the FS-PTC is
shown in Figure 15.5. A complex loop of prediction and
optimisation is apparent; this must be executed for all
possible voltage vectors from a power converter.



Figure 15.5 FS-PTC algorithm showing the complex

prediction and optimisation loop

15.4.4 Limitations of the FS-PTC

The drawbacks of the FS-PTC can be summarised as
follows:

1. PTC yields variable switching frequency, since there is
no modulator in the control structure.

2. Selecting the weighting factors in the cost function is
not an easy task.

3. The control algorithm is computationally expensive,
since all voltage vectors are evaluated for the
prediction and optimisation loop. The computational
burden limits the sampling frequency and, thus,
degrades control performance.

4. The controller is highly dependent on the system
modelling. Parameter mismatch between the controller
and real system (inverter and machine), model
discretisation error and sampling errors strongly
influence the performance of the controller.

Researchers are currently trying to solve the
aforementioned limitations. The computational burden
problem of FS-PTC algorithm can be overcome using
selected prediction vectors (SPVs) [36], and the parameter
mismatch, model discretisation error and sampling errors
are yet to overcome. The structure and principle of SPVs
strategy is as follows.

15.5 SPVs-based FS-PTC

The structure of the SPVs-based FS-PTC is similar to the
conventional FS-PTC, as shown in Figure 15.6. The main
differences are the selection of prediction vectors  and the
design of cost function, where j may be three values among



n = {0,···, 7}. Conventionally, all voltage vectors of a 2L-VSI
are employed for prediction and optimisation. In the SPVs-
based FS-PTC, only three – one zero and two active vectors
– of the possible eight voltage vectors are evaluated. Thus,
the computational complexity is reduced.

Figure 15.6 FS-PTC using SPVs strategy

15.5.1 Selecting prediction vectors

The selection process of prediction vectors is based on the
DTC strategy [26]. The prediction vectors are selected
using the present position of the stator flux  and the sign
of torque error . The position of stator flux  is
estimated as



We may recall that a 2L-VSI produces six active vectors {
, ···, } and two zero vectors { }. In this study, only  is

considered as the zero vectors in the prediction and
optimisation steps, to reduce the computational burden.
This assumption is valid as no switching frequency term is
included in the cost function, and the effects of  and  on
torque and flux are similar. After optimisation, if the stored
optimal voltage vector is a zero vector, then an appropriate
zero vector (either  or r ) is selected so that one
switching transition occurs. The number of switching
transitions is calculated using the applied optimal
switching state at time instant k. The space distribution of
all voltage vectors in the α-β plane, showing the selection
strategy of the prediction vectors, is shown in Figure 15.7.
Here, it is apparent that the active voltage vectors change
periodically by an angle of π/3. Accordingly, the α-β plane is
divided into six sectors to identify the direction of rotation
as

where  is the sector with N = 1, ··· , 6.



Figure 15.7 Space distribution of all admissible voltage

vectors of a 2L-VSI showing the selection strategy

of the prediction vectors

Let us consider that the stator flux is rotating in the
counterclockwise direction. At a particular instant,
different voltage vectors influence the torque and flux
differently, and the possible conditions of torque deviation
are δTe > 0, δTe < 0 and δTe = 0, and flux deviation are

,  and , where . In Figure 15.7,
the effects of all active vectors in terms of increase,
decrease or unchanged torque and flux are indicated by the
symbols ‘↑’, ‘↓’ and ‘=’, respectively, when the stator flux is
located in sector I. These effects on torque and flux are
analysed to determine the sign of torque error or flux error.
If  is located in sector I and the torque error δTe > 0, then
the voltage vectors that satisfy torque increase (Te ↑)
condition (as shown in Figure 15.7) are selected as
prediction vectors. Hence, the possible active prediction



vectors are two adjacent forward vectors (1 1 0) and (0
1 0), which are represented by solid arrows on the tip of
the stator flux , as shown in Figure 15.7. Selecting the
two adjacent forward voltage vectors also ensures the
possible condition of stator flux deviation δ s > 0 or δ s <
0. Similarly, for the same position of stator flux, if δTe < 0,
the possible active prediction vectors are two adjacent
backward vectors 6(1 0 1) and 5(0 0 1). These are
represented by dashed arrows on the tip of the stator flux 

 in Figure 15.7. Generally, the active vectors are always
employed with a zero vector for the IM to reduce the
torque and flux ripple effectively. Including a zero vector
satisfies the possible conditions of δTe = 0 and δ s = 0.
From Figure 15.7, we can see that the active vectors 1(10
0) or 4(0 1 1) might also satisfy the condition δTe = 0.
However, applying a zero vector is more effective than the
active vectors when δTe = 0. This is because the stator flux
speed should be controlled so it is as slow as possible.
Hence, the total number of prediction vectors is three,
whereas it is seven (considering one zero vector) in the
conventional FS-PTC. A similar analysis is carried out when
the stator flux is located in the other sectors. The selected
active prediction vectors for all the six sectors are shown in
Table 15.3.

Table 15.3 Active prediction vectors dependent on stator

flux position  and torque error δTe



It is obvious that if (k −1) and (k) lie in the same
sector and the signs of δTe(k −1) and δTe(k) are same, then
maximum of one switching transition is possible between
two active vectors, due to the SPVs. Hence, the SPVs
strategy also reduces the average switching frequency of
the power converter.

It is apparent from Figure 15.7 that another switching
table based on  and flux error  instead of torque error
δTe can be developed. The possible active prediction
vectors based on  for all the six sectors are shown in
Table 15.4. However, a relatively lower priority on the
stator flux in the cost function must be set compared with
the δTe-based prediction vectors to achieve satisfactory
torque and flux performance. This is because the stator flux
gets priority over the torque when -based prediction
vectors are considered. Performance in terms of
computational burden, torque ripple and flux ripple will be
almost similar. However, δTe-based prediction vectors are
considered in this study.

Table 15.4 Active prediction vectors dependent on stator

flux position  and stator flux error 

15.5.2 Optimum voltage vector selection

Since two adjacent voltage vectors are selected for the
prediction and optimisation, only one switching transition
occurs at a particular time instant under a certain
condition, as mentioned previously. Hence, the average
switching frequency is reduced, and inclusion of the



switching frequency term in the cost function is not
required for the SPVs-based simplified FS-PTC. This also
reduces the computational burden of the control strategy.
The cost function used in the SPVs-based simplified FS-PTC
is as follows:

It is obvious that selecting the weighting factors in
(15.26) is simpler compared to (15.23) used in the
conventional FS-PTC.

In a real-time implementation, the control algorithm
calculation time introduces one-step time delay that must
be compensated [37]. This is done by two-step-ahead
prediction. The predicted stator flux  and stator
current  are used as the initial states for predictions
at time instant  + 2. To predict  and , the
optimum voltage vector opt(k) applied to the motor
terminals at the instant k is employed in (15.17) and
(15.18), respectively. In this case, for selecting the
prediction vectors,  instead of  and  instead
of  are used to calculate s and δTe, respectively. The
predictions of the stator flux, stator current and torque at
instant k + 2 can be expressed as



As rotor time constant  is much greater than the
sampling time Ts and the rotor flux changes slowly
compared to the stator flux, it is a general practice to
assume  =  and , respectively.

Hence, to implement the delay compensation scheme
[37], the optimum voltage vector is selected by minimising
the following cost function:

15.5.3 Average switching frequency

reduction

The selection of only one zero vector, either 0 or 7, with
two active vectors for the pre diction and optimisation may
increase the average switching frequency. For this reason,
if 0 is selected as the optimum voltage vector, an
appropriate zero vector, either 0 or 7, is selected in such a
way that only one switching transition occurs at a
particular time instant. For example, if the applied voltage
vector at the time instant k is 2(110) and the optimum
voltage vector actuated for the next time instant k +1 is 0,
then the switching state ‘111’ is selected instead of ‘000’ as
the optimal switching state. Therefore, the state ‘000’ is
selected after ‘100’, ‘010’ and ‘001’; otherwise, ‘111’ is
selected as the zero vector.

15.5.4 Overall control structure of SPVs-

based FS-PTC

The complete schematic of the SPVs-based simplified FS-
PTC is shown in Figure 15.8, which includes four parts: (1)
rotor and stator flux estimation; (2) prediction vectors
selection; (3) stator flux and torque prediction; and (4) cost



function optimisation (optimum voltage vector selection).
The rotor speed is measured using an encoder mounted on
the motor shaft. A PI controller is employed to produce the
reference torque, based on the speed error. The speed
error is calculated by comparing the measured speed with
the command speed. The constant rated stator flux
reference is commanded from outside the controller, as
field weakening is not considered in this study. Both the
aforementioned reference quantities (torque and flux) are
used directly in the cost function to actuate the optimum
switching state Sopt which produces optimum voltage
vector.

Figure 15.8 Simplified FS-PTC system using torque-error-

based SPVs

15.5.5 SPVs-based FS-PTC algorithm

The overall control procedure can be summarised by the
following sequences:

Step 1. Measurement: Sampling s(k), Vdc(k) and ωm(k).



Step 2. Apply: Apply the optimum voltage vector opt(k)
to the motor terminals.
Step 3. Estimate: Estimate the rotor flux  and the
stator flux  using (15.14) and (15.15), respectively.
Step 4. Predict: Predict the stator flux  stator
current  and torque  using (15.17)–(15.19).
Step 5. Select prediction vectors: Select the active
prediction vectors using Table 15.3.
Step 6. Predict and calculate cost: Predict the stator
flux , stator current  and torque 
using (15.27)–(15.29). Then, evaluate the predicted
stator flux and torque by calculating the cost using the
cost function (15.30). Execute these predictions and
cost calculation loop for the selected two active vectors
and one zero vector.
Step 7. Optimise: Select opt(k + 2) which results
minimum g in (15.30) and replace it with an
appropriate zero vector if selected opt(k + 2) is a zero
vector. Return to Step 1.

15.6 Computational efficiency

improvement in the SPVs-based

FS-PTC

The execution time of the PTC algorithm is reduced, as the
number of prediction vectors is reduced. The simplified
algorithm requires additional calculations for the prediction
vectors selection (calculations not used in the conventional
PTC). However, the calculations are very simple. Therefore,
the required extra execution time is much less – 1.28 μs –
than the reduced time in the prediction and optimisation
steps.

The execution time of the SPVs-based FS-PTC, compared
to the conventional FS-PTC, is illustrated in Figure 15.9.



Here, the average execution time of the conventional FS-
PTC algorithm 

conventional
 without switching transition term

in the cost function is 27.68 μs, which is further increased
to 30.54 μs if the switching transition term is included in
the cost function. The average execution time of the
simplified algorithm  is 21.5 μs. Hence, the reduced
average execution times with and without switching
transition term in the cost function are 30% and 22%,
respectively. As the speed control loop is executed in every
2.5 ms, the execution time is increased in every 2.5 ms.
Table 15.5 shows a comparison of overall execution times.
Of course, the execution time is hardware- and (above all)
programming-dependent. As the same hardware and
programming techniques are used for all cases in this
study, the comparison presented here is fair.

Figure 15.9 Execution times of the SPVs-based FS-PTC and

the conventional FS-PTC algorithms



Table 15.5 Overall execution times comparison between

the SPVs-based FS-PTC and conventional FS-PTC

algorithms

15.7 Performance of an IM drive

under FS-PTC

In the following, the performance of an IM driven by a two-
level inverter and the controller (FS-PTC) described in the
earlier section are included. The parameters of the motor
on which the FS-PTC technique is applied are given in
Table 15.6. A DC machine is used as load on the motor. The
specification of the load machine is given in Table 15.7. The
parameters of the controller are also included in Table
15.7. The sampling time of the controller is set to 50 μs.

Table 15.6 A 1.1 kW, 415 V, 3-ϕ, 50 Hz IM parameter

Rs = 6.03 Ω

Rr = 6.085 Ω Tnom = 7.4 N m

Ls = 0.5192 H Np = 2

Lr = 0.5192 H J = 0.011787 kg m2

Lm = 0.4893 H ωm = 1,415 rev/min

Table 15.7 Controller parameters and load specifications



Controller parameters
DC machine

ratings
Controller parameters

DC machine

ratings

kp = 0.396, ki = 9.056 P = 1.1 kW

λf = 20 (for SPVs), 30 (for

conventional)
V = 180 V

λn = 0.05 Ia = 6.9 A

Imax = 5 A ω = 1,800 rev/min

The performance of the control system is measured
mainly in terms of stator current THD, torque ripple, flux
ripple and average switching frequency. A major effect of
harmonic currents in rotating machinery is increased
heating due to iron and copper losses at the harmonic
frequencies. The harmonic components thus affect the
machine efficiency and can also affect the torque
developed. Flux variations may produce higher THD in
phase current, and torque ripple causes acoustic noise in
the system. The switching frequency affects the converter
efficiency, because the switching loss in the converter is
directly proportional to the switching frequency.

The performance of the SPVs-based FS-PTC is shown
along with the two cases of conventional FS-PTC: (1)
without and (2) with switching transition term in the cost
function. All the voltage vectors { 0 ··· 7} are evaluated if
switching transition term is considered in the cost function.
Otherwise, seven different voltage vectors are evaluated
and an appropriate zero voltage vector (either 0 or 7) is
then selected, as explained in Section 15.5.3.

The followings are presented to show the effectiveness
of the FS-PTC algorithms:

1. steady-state behaviour;
2. transient capability of the FS-PTC under rated-speed

reversal;
3. average switching frequency;



4. robustness against external rated-load torque
disturbance;

5. step rated-torque-transient characteristics;
6. step rated-speed-transient characteristics.

15.7.1 Steady-state behaviour

Figures 15.10 and 15.11 show the steady-state
characteristics of the FS-PTC control systems at a speed of
1,000 rev/min with 4.0 N m load torque. It is observed that
the torque and flux ripple is marginal. However, the THD of
the stator current for the SPVs-based FS-PTC is slightly
higher due to lower average switching frequency. The
frequency spectra of the stator currents are presented in
Figure 15.13(a) and (b), respectively. The average
switching frequency for the SPVs-based FS-PTC is lower by
16.62%. Moreover, the frequency spectrum is less
distributed over a wide frequency range compared to the
conventional FS-PTC. This also confirms the reduction in
average switching frequency. To reduce the average
switching frequency of the conventional FS-PTC, the
switching transition term is included in the cost function.
Then, a weighting factor is imposed on the frequency term,
provided that the torque and flux ripples are almost similar.
The responses of the system and the frequency spectrum of
the stator current are presented in Figures 15.12 and
15.13(c), respectively. Note that the frequency spectra for
the FS-PTC are distributed due to the variable switching
frequency. Further research on PTC is necessary to keep
the frequency spectra in a specified range.



Figure 15.10 Steady-state waveforms of stator current,

estimated torque and estimated stator flux at

1,000 rev/min with 4.0 N m load torque for the

SPVs-based FS-PTC



Figure 15.11 Steady-state waveforms of stator current,

estimated torque and estimated stator flux at

1,000 rev/min with 4.0 N m load torque for the

conventional FS-PTC



Figure 15.12 Steady-state waveforms of stator current,

estimated torque and estimated stator flux at

1,000 rev/min with 4.0 N m load torque for the

conventional FS-PTC with average switching

frequency reduction



Figure 15.13 Frequency spectra of stator current ia at

1,000 rev/min using (a) SPVs, (b) conventional

algorithm and (c) conventional algorithm with

average switching frequency reduction

The THD of the stator current is similar to the SPVs-
based FS-PTC. However, the average switching frequency
is still higher. If a greater weight is imposed on the



switching transition term to reduce the average switching
frequency further, the torque ripple increases (while
keeping the weight of the stator flux error constant).
Hence, selecting the weighting factors is a complex task. In
this sense, the SPVs-based FS-PTC is simpler compared to
the conventional FS-PTC. Table 15.8 summarises the
steady-state performance of the FS-PTC systems.

Table 15.8 Quantitative steady-state performance

comparison among FS-PTC systems

15.7.2 Transient capability under rated-

speed reversal

A reverse speed operation of the FS-PTC strategies at rated
speed of 1,415 rev/min without load torque (although the
DC machine is connected to the fed motor) is shown in
Figure 15.14. From top to bottom, the curves are the
speed, stator current, estimated torque and stator flux. The
stator flux is constant at its rated value of 1.0 Wb. For
comparison, same curves are plotted for the all vectors-
based FS-PTC, where switching transition term is not
included in the cost function, as shown in Figure 15.15. It is
seen that the performance in terms of the torque and flux
ripple is satisfactory. During speed reversal, the ripple is
slightly increased for both the SPVs-based FS-PTC and
conventional FS-PTC systems. This is because of high
current flowing in the stator winding. The THD of the stator
current ia for the simplified FS-PTC is 6.48%, whereas it is



6.35% for the conventional FS-PTC. This slightly higher
current THD for the SPVs-based simplified FS-PTC is due to
the low average switching frequency. The average
switching frequencies are 1.91 and 2.11 kHz for the
simplified and conventional control systems, respectively.

Figure 15.14 Waveforms of speed, stator current, estimated

torque and estimated stator flux at no-load torque

under rated-speed reversal condition for the SPVs-

based FS-PTC



Figure 15.15 Waveforms of speed, stator current, estimated

torque and estimated stator flux at no-load torque

under rated-speed reversal condition for the

conventional FS-PTC

From Figure 15.14, it can be noted that a very small dip
is present in the stator flux response during speed reversal
at time 0.4 s around. This is because the prediction vectors
are selected based on the torque error regardless of the
stator flux error. During the transient, at a particular
position of the stator flux, the voltage vector that produces
more torque is selected to reduce the torque error and is
applied to the motor terminals. Moreover, the vector
producing more torque, in most cases, decreases stator flux
and causes flux transient. One possible solution of this



problem is to set a higher value of the weighting factor f in
the cost function during the transient than the steady-state
condition. Another possible solution is to use the stator
flux-error-based prediction vectors. In that case, a less
priority should be set on the stator flux (small  in the cost
function compared to the torque-error-based prediction
vectors to achieve satisfactory torque and flux
performance).

In order to justify the solution mentioned earlier, the
flux-error-based prediction vectors are considered. A
reverse rated-speed of 1,415 rev/min operation without
load torque is illustrated in Figure 15.16. It can be seen
that there is no dip in the stator flux response during speed
reversal at time 0.4 s around, while the system
performance – stator current THD, torque ripple and stator
flux ripple – is comparable with the torque-error-based
prediction vectors. Hence, the problem can be solved using
flux-error-based prediction vectors.



Figure 15.16 Waveforms of speed, stator current, estimated

torque and estimated stator flux at no-load torque

under rated-speed reversal condition for the flux-

error-based FS-PTC

15.7.3 The average switching frequency

Figure 15.17(a) presents the average switching frequencies
for the FS-PTC control algorithms at different speeds and
load torques. The average switching frequencies are
comparable at low and high speeds with 50% or higher of
the rated-load torque. The reduction in average switching
frequencies for the SPVs-based FS-PTC is significant –
maximum 25% of average switching frequency – for the
speed range of 400–1,200 rev/min, as can be seen in Figure



15.17(b). The improvement in average switching frequency
is also obvious from Figure 15.17(c). However, in the whole
operating range of the machine, the variation ranges of
average switching frequencies for the FS-PTC strategies
are similar (1.58–5.58 kHz for both cases).





Figure 15.17 (a) Average switching frequencies f¯sw from

200 to 1,400 rev/min with load torque of 0–7 N m;

(b) reduction in f¯sw; and (c) f¯sw versus speed with

torque as parameter

15.7.4 Investigation of robustness against

rated-load torque disturbance

Figures 15.18 and 15.19 illustrate the responses to an
external rated-load torque disturbance for the FS-PTC
algorithms. The load torque, which is dependent on the
rotor speed, is suddenly changed from 0 (no-load torque) to
7.4 N m (full-load torque) at 1,000 rev/min. It is observed
that stator current THD and the torque and flux ripple are
similar before and after added load. During the load torque
change, the stator flux remains constant at its rated value,
which ensures decoupled control of the torque and flux.
The motor speed returns to its original value within a short
time (0.19 s), and the speed responses are identical during
load disturbance. The average switching frequencies for
the SPVs-based FS-PTC algorithm before and after added
load torque are 3.02 and 2.60 kHz, respectively; whereas
the average switching frequencies before and after added
load torque are 3.67 and 3.09 kHz, respectively, for the
conventional FS-PTC algorithm.



Figure 15.18 Responses to an external rated-load torque

disturbance at 1,000 rev/min for the SPVs-based

FS-PTC



Figure 15.19 Responses to an external rated-load torque

disturbance at 1,000 rev/min for the conventional

FS-PTC

15.7.5 Step rated-torque-transient

characteristics

Step rated-torque-transient characteristics of the FS-PTC
strategies are illustrated in Figure 15.20. A step rated-
torque reference of 7.4 N m is commanded. It is seen that
the torque rise times for the control algorithms are very
close with 0.5 ms versus 0.53 ms, respectively. This means



that both control algorithms exhibit fast dynamic
responses.

Figure 15.20 Step rated-torque-transient of the FS-PTC

algorithms

15.7.6 Step rated-speed-transient

characteristics

Rated-speed-transient behaviour of the FS-PTC algorithms
is presented in Figure 15.21. Similar to the conventional
control algorithm, the simplified FS-PTC can track the
reference speed accurately without any significant
overshoot. The speed rise time is 0.32 s only, which is very
short. Hence, the controller tracks the reference speed
quickly and accurately.



Figure 15.21 Step rated-speed-transient of the FS-PTC

algorithms

15.8 Summary

This chapter describes the application of MPC technique to
a two-level inverter-driven induction motor. The state-space
model of the IM and inverter is discussed. The basic
principle of PTC and its application on IM drive are
presented in detail. The systematic process of finding the
cost function is explained. This process can be used for
incorporating other objectives in the cost function if
required. The complexity of the PTC algorithm, in terms of
computational burden and cost function design, is no
longer an issue for a specific objective as shown in this
chapter. Experimental results illustrate that FS-PTC
algorithm yields good performance in terms of torque and
flux ripple, stator current THD, robustness against load
torque disturbance, step torque response and step speed
response. Further research may be conducted on PTC to
minimise parameter mismatch between the controller and



the real system, model discretisation error and sampling
errors. Stability analysis of PTC under different operating
conditions, optimal cost function selection for multi-
variable control objectives, cost function optimisation
algorithm, frequency spectrum shaping, and increasing
prediction and control horizon are also some open topics
for research. Research and development efforts on the
aforementioned topics are necessary in order to make the
controller intelligent and bring this technology to the
industrial and commercial level. Currently available control
techniques such as DTC allow only a limited number of
goals (torque and flux ripple) to be included. The capability
of MPC to include many other objectives such as the
machine parameter estimation, dead-time compensation,
duty cycle control, efficiency optimisation and more
elaborate inverters (multi-level and matrix converters), and
the technique of its computational burden reduction clearly
shows the possibility of more optimised drive systems in
the future.

List of symbols

θs

The angle between the α-β and d-q reference
frames

s Stator voltage
is Stator current

s Stator flux
r Rotor voltage

ir Rotor current
r Rotor flux

Electromagnetic torque
Tl Load torque
ωm Rotor angular speed



ωe
Rotor angular frequency

p Number of pole pairs
σ Total leakage factor

Rotor coupling factor
Equivalent resistance referred to stator
Transient stator time constant
Leakage inductance
Rotor time constant

a, b and 

c

Phase voltages

Weighting factor
Ts Sampling time

Glossary of terms

Decoupled

control

Control of two or more parameters independent
of each other such as speed and torque

Predictive

torque

control

The control involving prediction of torque and
stator flux for finite number of admissible
switching states of a voltage source inverter
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16.1 Introduction

Variable-speed AC drives are nowadays based on three-
phase electrical machines fed by power electronic
converters acting as power interface between the electrical
machine and AC or DC power sources. Nevertheless, in the
last two decades the multiphase electrical drives have
become an interesting alternative for particular
applications. However, the application of multiphase drives
is still limited, mainly due to their complexity and control
that somehow make them more difficult to handle with
respect to the conventional three-phase counterparts.
Therefore, this work intends to be a useful tool to
disseminate the fundamental concepts of multiphase drives
to students and application engineers.

16.1.1 Definition of a multiphase drive

An electrical drive is defined as multiphase when the
number of phases n of the electrical machine is higher than



three (n > 3) [1]. The electrical machine is supplied by a
multiphase power converter whose commands are
generated by a control scheme, implementing a specific
control strategy and having as input a torque/speed set
point. The most generic schematic block of a multiphase
motor drive is depicted in Figure 16.1.

Figure 16.1 Most generic schematic block of a multiphase

motor drive

16.1.2 Advantages of multiphase drives

As the power generation and distribution uses the three-
phase configuration, the standard AC machines are also
three-phase. This is a normal choice and it is not expected
to change in the future.

In the past, the variable-speed drives were mainly based
on DC machines fed by two-/four-quadrant thyristor
converters or on three-phase synchronous machines fed by
cycloconverters, while the three-phase induction motors
were mainly employed by near-constant speed drives since
they were directly connected to the grid.

The advent of power electronics and digital
microcontrollers after the 1990s allowed an impressive



development of inverter-fed variable-speed induction motor
drives with the idea of using the same three-phase motor
design for cost reasons. Later on, the need for more
efficient motor drives led to new three-phase drive
solutions based on permanent magnet (PM) machines,
using surface mount permanent magnet (SMPM), internal
permanent magnet (IPM), synchronous reluctance
(SyncRel) and PM-assisted SyncRel rotors.

Independently of the machine technology, the three-
phase configuration exhibits two main limitations:

Given the power level, the phase current can be limited
at reasonable levels only by increasing the phase
voltage. If the voltage is limited due to the application
constraints, the increase in power level would produce
a significant increase in the phase currents that would
be difficult to manage with the power electronics
without special paralleling techniques.
Limited fault tolerance in case of the fault of one or
more phases is the other limitation.

In spite of their increased complexity, the multiphase
drives possess several advantages with respect to their
three-phase counterparts [1]:

Lower phase current for the same rated voltage and
power due to the power splitting. As example, the use
of a six-phase machine halves the phase current with
respect to a three-phase machine counterpart and
allows using power switches and current sensors of
halved rated current.
Fault-tolerant operation since the multiphase drives
can run with one or more open phases due to their
redundant structure.
Reduced root mean square (RMS) current stress of the
inverter DC-link input capacitor.



Inherent multilevel nature of the generated phase
voltage.
Lower torque pulsations, especially for square-wave
voltage supply.
Additional ‘degrees of freedom’ that includes the torque
density improvement through harmonic current
injection and independent control of series-connected
machines.

It is obvious that the advantages of multiphase drives
make them particularly interesting in high-power and low-
voltage/high-current applications, as well as for safety-
critical applications.

16.1.3 A brief history of multiphase motor

drives

The power splitting to reduce the phase currents was the
main driver to the genesis of the multiphase systems in the
1920s for power generation, when three-phase machine
was converted into a six-phase one to overcome the current
limit imposed by the circuit breakers of that period [2].

The next attempt was reported after almost five decades
in 1969, when a five-phase induction motor drive was
investigated in [3]. A few years later (1974), a six-phase
induction motor drive with square-wave voltage supply was
analysed in [4]; the authors demonstrated that the
particular six-phase configuration eliminates the sixth-
order torque pulsations that are usually present for a three-
phase drive.

The interest for multiphase drives started to grow
significantly in the 1990s for marine applications, which
adopted the multiphase drives for both ship propulsion and
power generation due to obvious advantages given by the
power splitting and fault-tolerant features [5].



The evolution of the scientific papers on multiphase
drives starting from 1980 up to nowadays is presented in
[6], demonstrating an exponential increase of publications
covering all aspects regarding the multiphase drives:
machine and converter design, modelling and simulation,
power converter modulation techniques, drive control
strategies and special solutions exploiting the new degrees
of freedom. In addition, the literature reports several
survey papers [1,5,7–12] that can provide a comprehensive
review of the past and recent advancements in this field
[13–37].

16.1.4 Applications

The multiphase drives are suitable for high-power
applications (MW levels) and low-voltage/high-current
applications to exploit the benefits coming from the power
splitting and the increased reliability for safety. Therefore,
the multiphase drives can be successfully used in
transportation electrification and energy production, as
shown in Figure 16.2.



Figure 16.2 Most important applications of multiphase

drives along with references

1. Ship propulsion and generation. The world’s first
electric warship, UK ‘Daring class’ Type-45 Destroyer
has been put in service from 2007 and it is equipped for
the propulsion with two 15-phase, 20 MW, 4.16 kV
induction motors fed by pulse width modulation (PWM),
insulated gate bipolar transistor (IGBT) inverters. A
similar solution employing 15-phase induction motors
has been put on service on the all-electric Zumwalt
class destroyers for US Navy. Other solutions for
propulsion are based on 12-phase machines and 9-
phase machines. It is interesting to notice that the
preferred solution is the multi-three-phase one that
benefits on the modularity of three-phase power
electronics.

2. Aircraft. Some low power solutions for electrical
actuators (such as nose wheel steering for green taxi
services or fuel pumps) use six-phase or four-phase
motor drives. As far as concerning the power
generation, the multiphase solution is particularly
convenient for 28 Vdc generation on small aircrafts or
helicopters, where the current per phase can be
reduced. The multiphase solution can be also used for
power generation at 270 Vdc, typically using brushless
three-stage wound rotor synchronous generators.

3. Automotive and traction. The penetration of multiphase
drives is rather low in automotive applications. This
situation is not so surprising since the power levels are
of order of hundreds of kilowatts, where the three-
phase technology is reliable and cost-effective.
However, some attempts have been made for low-
voltage systems fed at 48 Vdc, where the power
splitting can be successfully used to reduce the power
levels. The most popular solution available in



production belongs to Robert Bosch Gmbh for a five-
phase starter–alternator and a five-phase generator,
both with integrated power electronics [44]. The
company Hyundai used for a fast elevator a 1.1 MW, 9-
phase PM motor drive using a modular multi-three-
phase structure, where each three-phase set is fed by a
three-phase AC/DC/AC converter with back-to-back
configuration [45].

4. Wind generation. Although the most part of the
solutions for wind energy is based on three-phase
doubly fed induction generators, recently some
companies decided to go towards direct drive solutions
based on multiphase PM generators. Besides the
benefits coming from the fault tolerance, the low-speed
solutions allow at reducing the complexity or even
eliminating the gearbox between the propeller and the
generator shaft. As example, the company Gamesa has
launched a new series of 5 MW wind turbines based on
12-phase PM generators [46]. The generator has a
modular three-phase structure, where each stator
winding set is connected to a 1.25 MW three-phase
AC/DC/AC converter using two three-phase voltage
source converters (VSC) with back-to-back
configuration. Once again, it is evident the choice of a
multi-three-phase configuration since the modular
three-phase power electronic units are already
available and can be reused to increase the power level
without adopting paralleling techniques [39–49].

16.2 Multiphase electrical machines

Multiphase machines are divided into symmetrical or
asymmetrical machines, depending on the electrical
displacement between the magnetic axes of two stator
adjacent phases. A symmetrical machine has a spatial
displacement γ of 360/n electrical degrees between the



magnetic axes of two consecutive stator phases. As
example, a five-phase machine has a spatial displacement γ
of 72 electrical degrees between two consecutive stator
phases. When the number of phases is an even number or
an odd number that is not a prime number, the machine
can be seen as m sets having a phases each [8]. Typically a
= 3 (three-phase sets), m = 2, 3, 4, 5,…, and the spatial
displacement between the first phases of two consecutive
sets is 180/n electrical degrees.

As example, an asymmetrical six-phase machine has m =
2 three phase sets (a = 3) and the spatial displacement
between the first phases of the two three-phase sets is 30
electrical degrees. An asymmetrical 12-phase machine has
m = 4 three phase sets and the spatial displacement
between the first phases of two consecutive sets is 15
electrical degrees. Different symmetrical and asymmetrical
multiphase machines stator configurations are shown in
Figure 16.3.



Figure 16.3 Multiphase stator configurations: (1)

symmetrical five-phase machine, (2) symmetrical

six-phase machine, (3) asymmetrical six-phase

machine and (4) asymmetrical 12-phase machine

Undoubtedly, the most employed multiphase machine
type is the induction machine (IM), due to its rugged
construction and consolidated technology, as well for its
capability to work with square wave supply employing
voltage source inverters (VSIs) or current source inverters
(CSIs). The other machine types used in multiphase drives
are [9] wound rotor synchronous machine, SMPM machine,
IPM machine and switched reluctance machine (SRM).

With exception of the IM that are usually designed with
distributed windings (DW), the synchronous machines can
be designed either with DW or with fractional-slot



concentrated windings (FSCW) that are characterized by
shorter end-windings length with consequent reduction of
Joule losses. Moreover, the FSCW allow obtaining a high
phase inductance to limit the current circulation in case of
short-circuit faults.

The five-phase and six-phase machine ones are the most
employed solutions. The other solutions include 7-phase, 9-
phase, 12-phase and 15-phase ones, the last one being very
common for ship applications for obvious reasons coming
from the high power levels (MW).

The design of multiphase machines follows the basic
principles that are normally used for the three-phase
machines to obtain an air-gap magnetomotive force (MMF)
having a specific harmonic content [50]. If the stator uses
DW, it is more convenient to use fully pitched windings to
avoid the leakage mutual couplings between phases.

The objective of this section is to provide the basic
modelling principles of multiphase machines. In most
general case, the model of any multiphase machine in
phase time domain contains 4n + 3 equations, as described
in the following:

n stator electrical equations;
n rotor electrical equations (only for IMs and for
synchronous machines with damper cage);
n stator magnetic equations representing current-to-
stator flux relationship;
n rotor magnetic equations representing current-to-
rotor flux relationship (only for IMs and for
synchronous machines with damper cage);
one equation representing the expression of the
electromagnetic torque;
two mechanical equations; the first one is the
mechanical model referred to the machine shaft, the
other one is the integral equation of the mechanical
speed to get the mechanical rotor position.



The machine model in phase coordinates involves n × 1
vectors representing the phase quantities (voltages,
currents and flux linkages) and n × n matrices of
parameters (resistances and inductances). As happens for
the three-phase machines, the multiphase machine model
can be manipulated to get a model that emphasizes better
the flux and torque production variables, so it is better for
control purposes. The model manipulation can be
performed using two modelling approaches that are
described next.

16.2.1 VSD approach

The vector space decomposition (VSD) approach was
developed in [51] for an asymmetrical six-phase IM. Later
on, the VSD general formulation was given in [1] and [52]
for other number of phases.

The VSD approach decomposes the machine original
space, using an n × n transformation matrix , into several
multiple decoupled subspaces. The main subspace (α,β)
contains the flux- and torque-producing current
components, while the other subspaces contain harmonics
and zero-sequence components with no contributions to the
electromechanical energy conversion. The n × n

transformation matrix can be seen as the generalized
Clarke transformation applied for multiphase systems to
get an equivalent bi-phase machine, as shown in Figure
16.4.



Figure 16.4 Meaning of the VSD approach based on the

generalized Clarke transformation using the VSD

transformation matrix

The expressions of the VSD transformation matrices
depend on the machine configuration, i.e. symmetrical or
asymmetrical. The VSD transformation matrix can be
obtained using the procedure from [52] and is briefly
described in the following.

16.2.1.1 Symmetrical machines

As shown in Figure 16.3, a symmetrical machine with n

phases exhibits a phase propagation angle  that
defines the following angle 1 × n vector:

The VSD transformation matrix for symmetrical
machines is defined as



where

Different symmetrical multiphase machines, along with
their VSD transformation matrix using amplitude-invariant
form, are provided in Figures 16.5 and 16.6.



Figure 16.5 Five-phase symmetrical machine and related

amplitude-invariant VSD transformation matrix

Figure 16.6 Nine-phase symmetrical machine and related

amplitude-invariant VSD transformation matrix

16.2.1.2 Asymmetrical machines

An asymmetrical machine with n phases exhibits a phase
propagation angle , as shown in Figure 16.3.
Typically, an asymmetrical machine can be seen as a
multiple three-phase machine having m three-phase sets.
Therefore, the 1 × n vector angle is defined as



The VSD transformation matrix is obtained as

Different asymmetrical multiphase machines along with
their amplitude-invariant VSD transformation matrix are
provided in Figures 16.7 and 16.8.

Figure 16.7 Six-phase asymmetrical machine and related

amplitude-invariant VSD transformation matrix



Figure 16.8 Twelve-phase asymmetrical machine and

related amplitude-invariant VSD transformation

matrix

16.2.1.3 Features of VSD approach

The VSD approach presents the highest degree of
generality as it can be applied for any multiphase machine.

The main subspace (α,β) contains the variables involved
in the electromechanical energy conversion:

For five-phase machines, the (α,β) subspace contains
the fundamental frequency and time harmonics
components of order (9,11, ...).
For asymmetrical six-phase machines, the (α,β)
subspace contains the fundamental frequency and time
harmonics components of order (11,13,
...).



The (x,y) subspaces contain circulating currents that are
not involved in the electromechanical energy conversion, so
they are loss-producing components:

For five-phase machines, the (x,y) subspace contains
time harmonics of order (3,7,13).
For asymmetrical six-phase machines, the (x,y)
subspace contains time harmonics of order 

(5,7,17,19).

The homopolar subspaces contain DC components and
additional harmonics:

For five-phase machines, the homopolar component
contains harmonics of order (5,15,…).
For asymmetrical six-phase machines, the zero-
sequence subspace contains time harmonics of order 

(3,9,…).

In case of balanced operation and ideal supply and
machine design, the currents in the (x,y) subspaces should
be zero. However, in case of imbalanced operation, the
(x,y) subspaces will contain currents at fundamental
frequency.

In case of PM machines, if the back-emf voltages are not
sinusoidal with harmonics mapped in one of the (x,y)
subspaces, then high circulating currents may occur. In
this case, the machine control must take care of (x,y)
subspaces to cancel the undesired current that would
reduce the drive efficiency.

It must be emphasized here that the VSD transformation
matrix becomes heavy for machines with a number of
phases higher than six.

16.2.1.4 Case study 1: asymmetrical

six-phase IM



Under the assumption of having fully pitched stator
windings and of neglecting the iron losses, the machine
VSD model can be obtained by applying the VSD
transformation matrix to the machine model in phase
coordinates [53]. Using the complex vector notation, the
machine VSD model is described by (16.8).

The equivalent single-phase electrical circuits resulting
from the VSD theory are shown in Figure 16.9.

where Rs and Rr are the stator and rotor resistances, Ls and
Lr are the stator and rotor inductances, Lm is the
magnetizing inductance, Lls and Llr are the stator and rotor
leakage inductances, ωm is the rotor mechanical speed, p is
the pole-pairs number and kT is the torque gain depending



on the VSD matrix (amplitude invariant or power
invariant).

Figure 16.9 Asymmetrical six-phase induction equivalent

circuits according to VSD theory

The machine model in (α,β) subspace can be further
manipulated to refer it to a rotating (d,q) frame, using the
rotational transformation that is the same as the one used
for three-phase machines. The rotating (d,q) frame can be
defined by the machine stator flux vector or the rotor flux
vector, as discussed later in the subsection dedicated to
control strategies.

16.2.1.5 Case study 2: asymmetrical

IPM machine

An IPM machine exhibits rotor magnetic anisotropy, as the
two-pole theoretical machine shown in Figure 16.10.
Usually, the rotor d-axis is defined as the North pole axis,
using the rule that is normally employed for the SMPM
machines.



Figure 16.10 Theoretical two-pole asymmetrical IPM

machine

Assuming fully pitched stator windings, the magnetic
model in phase coordinates of a six-phase asymmetrical
IPM machine is



where Lls is the stator leakage inductance,  is the
electrical rotor position, p is the pole-pairs number, ϑm is
the rotor mechanical position, λm is back-emf constant
(magnet flux linkage amplitude) and  is a 6 × 6 matrix
of stator mutual inductances defined as

The magnetic model can be manipulated by defining Md

as the phase self-inductance when the rotor d-axis is
aligned with the phase axis, while Mq as the phase self-



inductance when the rotor q-axis is aligned with the phase
axis. Using the Md and Mq, the following inductances can
be further defined:

The mutual coupling matrices are expressed as

The application of the amplitude-invariant VSD
transformation to the magnetic model yields the following
equations in matrix form of the machine model:



The complete machine model is obtained by adding the
electrical equations and the expression of the
electromagnetic torque:

It is a common practice to refer the machine model to
the rotor (d,q) reference frame by using the rotational
transformation with the rotor electrical position:



The machine model in (d,q) frame results as

The machine equivalent electrical circuits resulting from
the amplitude-invariant VSD transformation are shown in
Figure 16.11.



Figure 16.11 Asymmetrical six-phase IPM machine

equivalent circuits according to VSD theory and

using rotational transformation

16.2.2 Multi-stator approach

The multi-stator (MS) approach is convenient for machines
having the number of phases that is multiple of three. This
approach has been used for the first time in [4] for an
asymmetrical six-phase IM.

The main advantage of this approach is the clear
separation of the flux and torque contributions of the single
three-phase machine sets. This aspect represents an
interesting feature for a modular machine control that
deals with independent three-phase inverter units. With
respect to the VSD approach where the average currents
are controlled, the MS approach allows a direct control of
the machine’s currents. The MS approach needs a general
three-phase Clarke transformation to get the machine
model in stationary (α,β) frame. The general three-phase
Clarke transformation has its amplitude-invariant form
defined as

The MS approach simplifies significantly the modelling
for machines having a large number of phases (>6). That is
possible due to the use of simple three-phase Clarke
transformations. Given a multiple three-phase machine
having m three-phase sets, the MS approach will lead to a



fictitious multiple bi-phase machine having m pairs of
windings and m zero-sequence circuits, as shown in Figure
16.12.

Figure 16.12 Meaning of the MS approach based on

multiple modified 3 × 3 Clarke transformation

matrices

16.2.2.1 Case study 3: asymmetrical

12-phase IM

For the most general case, the stator consists of m three-
phase winding sets, while the rotor is modelled as a three-
phase winding.

As described in detail in [9], the (α,β) motor model is
obtained as



where the circuit parameters correspond to the VSD
modelling approach.

The MS approach defines m different stator flux linkage
vectors and current vectors. For balanced machine
operation, the stator flux vectors should be overlapped, as
well as the stator current vectors. The total machine
electromagnetic torque is the sum of the contributions of
the m stator sets interacting with the three-phase rotor.
The equivalent electrical circuits resulting from the MS
theory are shown in Figure 16.13.



Figure 16.13 Asymmetrical 12-phase IM equivalent circuits

according to MS approach

16.2.3 Summary on multiphase machines

The most relevant conclusions regarding the multiphase
machines are reported in the following:

A multiphase machine is an electrical machine with the
number of phases n higher than three. A multiphase
machine can be either symmetrical or asymmetrical.
The most encountered symmetrical machines are five-
phase, seven-phase and nine-phase machines. The most
employed asymmetrical machines are the 6-phase, 9-
phase, 12-phase and 15-phase ones.
The modelling of a multiphase machine can use the
VSD approach or the MS approach. The VSD has
general validity, while the MS can be used for machines
having a number of phases that is multiple of three.



The VSD approach decomposes the machine subspace
into several decoupled subspaces, divided into three
different classes. The first class contains the main
fundamental subspace, usually called (α,β), that
contains the variables that are involved in the
electromechanical energy conversion. The second class
is represented by homopolar subspaces, usually called
(0+, 0−). The last class is specific for the multiphase
machines and contains several harmonic subspaces,
usually called (xi,yi). The VSD needs an n × n

transformation matrix that becomes complicated as the
number of phases increases above six.
For machines with sinusoidal MMF distribution, the
lowest order current harmonics that are mapped in the
(α,β) subspace are 9th for the five-phase machine, 11th
for the asymmetrical six-phase machine. Therefore, the
torque ripple is shifted to higher frequencies and
consequently has less impact on the mechanical
structure.
The harmonic subspaces contain time harmonics that
are not involved in the electromechanical energy
conversion. The (x,y) current components are
circulating currents that produce additional losses, and
for this reason, they must be avoided. As the
impedances in the zero-sequence and harmonic
subspaces are very low, special care must be taken
(e.g. PWM synchronization for all phases) to reduce
these circulation currents. A possible problem is
encountered for PM machines exhibiting non-sinusoidal
back-emf voltages. In this case, the currents in the
zero-sequence subspaces must be properly limited
through inverter current control.
The MS approach considers the machine as multiple
three-phase machine, where the torque is obtained as
the sum of the contributions produced by the individual



three-phase stator sets that interact with the rotor. The
MS is useful for multiphase drives using a modular
structure with three-phase inverter units supplying
three-phase stator sets with isolated neutral points. The
MS approach needs simple 3 × 3 transformation
matrices, much easier to implement for machines
having a number of phases that is higher than 6, i.e. 9,
12, etc.

16.3 Multiphase power converters

16.3.1 Modulation strategies for

multiphase inverters

To fully exploit the potential of n-phase motor drives, a
general modulation strategy for n-phase VSIs is necessary.
Two different methods are usually adopted, i.e. carrier-
based PWM [54–68] and space vector modulation (SVM)
[69–77].

For three-phase VSIs, the equivalence of these two
methods has been proved, and they can be interchangeably
used. Conversely, in the case of multiphase VSIs, the
carrier-based PWM method seems preferable due to its
inherent simplicity because it focuses on the control of
each inverter legs independently of the others, whereas
SVM selects a switching pattern that involves all the legs of
the inverter simultaneously.

A schematic drawing of an n-phase VSI supplying a star-
connected balanced load is presented in Figure 16.14.



Figure 16.14 Structure of n-phase VSIs

The number n of phases is supposed to be odd for the
sake of simplicity. For each inverter leg, the following
general relationship can be written:

where vkN and vk0 are, respectively, the load and the pole
voltages of the kth phase. The space vector representation,
applied to (16.20), leads to

where  and  are the zero-sequence components of
the load and pole voltages, respectively, whereas  and 

 are the corresponding ρ-th space vectors.
Under the assumption of a balanced load,  is zero,

and (16.21) can be rewritten as



Equation (16.23) shows that the zero-sequence component
of the pole voltages defines the potential of the star point
vN0 and does not affect the load voltages. Also, (16.22)
emphasizes that the ρ-th space vector of the load voltages
coincides with the ρ-th space vector of the pole voltages.

Let us denote the duty cycles of the inverter legs with
mk (k = 1, 2, ..., n), defined as the mean values of the
switching signals Sk in each switching period. The duty
cycles of the inverter legs must satisfy the following
constraints:

The goal of the modulation technique is to determine
how to control the inverter switches so that the mean
values of the multiple space vectors  (h = 1, 3, …, n − 2)
over a switching period TSW are equal to the reference
values  (h = 1, 3, …, n − 2) of the pole voltages. The
multiple space vectors are assumed to belong to the odd-
numbered subspaces 1, 3, …, n − 2, which are related to
the corresponding spatial harmonics 1, 3, …, n − 2 of the
air-gap magnetic field in the electric machines.

16.3.2 Pulse width modulation

According to PWM, the problem of modulation can be
solved by calculating the duty cycles mk (k = 1, …, n) of
each inverter leg as follows [62]:



where Edc is the DC-link voltage,

and ‘·’ is the dot operator, defined as the real part of the
product between the first operand and the complex
conjugate of the second operand.

In (16.25), the zero-sequence voltage vpole,0 is a degree
of freedom that the designer can freely choose to optimize
the switching losses or the modulation range, thus
generating different PWM strategies.

The most common modulation strategies are reported in
Table 16.1. The acronyms used for these strategies are the
same ones traditionally used for three-phase inverters,
which can be considered simpler cases of the generalized
techniques adopted for multiphase inverters [78].

Table 16.1 Definition of the zero-sequence voltage for

some modulation strategies

SPWM v0,SPWM = Edc/2

DPWM-MIN

DPWM-MAX

SVPWM

DPWM

Sinusoidal PWM (SPWM) is similar to the traditional
sinusoidal PWM, and its reference zero-sequence voltage is
always Edc/2.

The zero-sequence voltage of DPWM-MIN is selected so
that the minimum duty cycle among m1, …, mn is always



zero, whereas the maximum duty cycle of DPWM-MAX is
always 1. As a consequence, when these strategies are
used, in every switching period there is an inverter leg that
does not commutate.

The strategy called space vector pulse width modulation
(SVPWM) is sometimes called ‘symmetric modulation’. This
strategy is the generalization for n-phase inverters of the
strategy that is commonly used for three-phase inverters.

Finally, discontinuous PWM (DPWM) is a discontinuous
modulation, an intermediate strategy between DPWM-MIN
and DPWM-MAX. It behaves like DPWM-MAX if the zero-
sequence voltage of SVPWM is greater that Edc/2,
otherwise it behaves like DPWM-MIN.

Once the duty cycles have been determined, it is
possible to generate the inverter switching signals Sk (k =
1, 2, ..., n) by comparing the duty cycles mk (k = 1, 2, ..., n),
acting as modulating signals, with a triangular carrier
signal c(t) having a period Tsw and varying in the range [0,
1] (see Figure 16.15).



Figure 16.15 Carrier, modulating and switching signals,

represented in the particular case of m1 > m2 > …

> mn

16.3.3 Voltage limits

The utilization of the DC-link voltage depends on the
modulation technique that is used [63,64]. The modulation
constraints expressed in (16.24) can be rewritten as

Substituting (16.25) in (16.27), the inequalities can be
expressed in terms of voltage space vectors:



The duty-cycle constraints, given in (16.24), introduce
complicated limitations on the admissible values of , ,
…,  in each switching period. In multiphase inverters,
the exact solution of this problem represents a challenging
task, because it concerns all the voltage space vectors at
the same time. A possible simplification is to consider as
variables of the problem only the magnitudes of the space
vectors, disregarding the phase angles (i.e. allowing them
to assume any value in the range [0,2π]).

Using the polar representation, each voltage vector can
be expressed as follows:

Taking into account (16.29), after some manipulations,
(16.28) can be rewritten as

The analysis of (16.30), written for each couple (k, i) (k
= 1, 2, ..., n and i = 1, 2, ..., n), allows determining the
voltage limit in an explicit form. Taking the worst case
scenario as the reference case allows (16.30) to be
rewritten as

Due to the inherent symmetry, the constraints (16.31)
can be simplified in the following form:



where

If the reference voltage space vectors satisfy (16.32),
then it is possible to find a suitable value of v0,pole that
allows the modulating signals to stay in the range [0,1].

From a different perspective, the DC-link voltage that is
necessary to synthesize voltage vectors with magnitudes 

, , …,  is equal to

16.3.3.1 Case study: sinusoidal

operating conditions

If the magnitude of voltage vectors , …,  is zero, it is
straightforward to verify that (16.32) leads to the following
inequality:

Inequality (16.35) is the maximum amplitude of the
sinusoidal output voltages that can be achieved with an n-
phase inverter. If n is equal to 3 (three phases), then the
maximum value of V1,ref is the well-known value 
(about 0.577EDC). If n is 5 or 7, the maximum value of V1,ref
decreases, respectively, to 0.526EDC and 0.513EDC. When n
tends to infinite, the maximum value of V1,ref goes to
0.5EDC.



16.3.3.2 Case study: five-phase

inverters

The voltage constraints (16.32) can be rewritten for a five-
phase inverter as follows:

The corresponding validity domain of v1,ref and v3,ref is
represented by the shaded area in Figure 16.16.



Figure 16.16 Validity domain of V1,ref and V3,ref (in per unit

of the DC-link voltage)

16.3.3.3 Case study: seven-phase

inverters

The voltage constraints (16.32) can be rewritten for a
seven-phase inverter as follows [63]:

where

The region of linear modulation can be represented in a
three-dimensional space, having V1,ref, V3,ref and V5,ref as
Cartesian coordinates, arranged so as to form a right-
handed coordinate system. Each point of this region has
coordinates V1, V3 and V5 that satisfy the inequalities
(16.38)–(16.40).

The three constraints (16.38)–(16.40) correspond to
three boundary planes that delimit the region of linear
modulation. The three conditions (16.38)–(16.40) yield
three planes which are symmetrically placed with respect
to the coordinate axes. The planes and the region of linear
modulation are shown in Figure 16.17. Point P has a special



relevance since the cube having as opposite vertexes P, and
the origin of the axes is completely within the region of
linear modulation. As a consequence, the operating
conditions characterized by V1,ref ≤ 0.228EDC, V3,ref ≤
0.228EDC and V5,ref ≤ 0.228EDC belong to that region.

Figure 16.17 Validity domain of V1,ref , V3,ref and V5,ref (in

per unit of the DC-link voltage)

16.3.3.4 Effect of the zero-sequence

component on the power losses

The power losses of an inverter consist of switching power
losses and conduction power losses.

If the inverter switches are IGBTs or bipolar junction
transistors (BJTs), it turns out that the conduction power



losses of multiphase inverters are approximately constant
for all modulation strategies as long as the load currents do
not change. Consequently, the zero-sequence voltage vpole,0
does not affect the total conduction losses but only the
switching losses [65]. For example, since DPWM-MAX and
DPWM-MIN prevent one branch of the inverter from
commutating, their mean switching frequency is lower than
that of SVPWM and SPWM, and consequently their
switching power losses are expected to be lower.

The switching power losses of an inverter leg are
proportional to the instantaneous load current flowing in
that leg. Therefore, to minimize the switching losses, it is
necessary to avoid the state commutation of the inverter
leg that bears the highest current.

Since there are only two basic strategies, DPWM-MIN
and DPWM-MAX, that do not change the state of an
inverter leg in each switching period, the optimal strategy
consists in choosing between DPWM-MIN or DPWM-MAX
depending on which of them avoids the commutation of the
leg with the highest absolute value of the load current.

To find an analytical formulation of this problem, it is
necessary to split the expression (16.25) of each duty cycle
mk in two terms. The first one, m0, is the zero-sequence
component, which is constant for all the phases, whereas
the second one, qk, depends on the multiple space vectors:

where



If DPWM-MIN is used, then m0 is so that the lowest duty
cycle becomes zero. If DPWM-MAX is used, then m0 is so
that the highest duty cycle becomes one. Let us suppose
that kmin and kmax are the indexes of the duty cycles that,
respectively, go to zero ( ) and to one ( . Then,
the optimal strategy that minimizes the switching losses in
every switching period turns out to be the following one:

where iphase,k is the kth load current.
The modulation strategy derived from (16.45) is optimal

because it produces the minimum switching losses,
whereas the conduction losses are independent of the
modulation strategy. This strategy can be considered a
generalization for multiphase inverters of the modulation
strategy proposed in [78–80] for three-phase inverters.
Furthermore, it can be applied to multiphase inverters
whatever the number n of phases is (provided that n is
odd). In addition, it can synthesize voltage vectors in any d-

q plane and is able to fully exploit the DC-link voltage.
If the load currents are assumed sinusoidal and with

amplitude IM, it is possible to calculate the mean value of
the total switching losses of the inverter:



where fsw is the switching frequency, Kstrategy is a
coefficient that depends on the modulation strategy, on the
number of phases n and the load displacement angle φ, and
τon and τoff are coefficients (with the dimension of time)
related to the energy loss process in the IGBTs during turn-
on and turn-off, and τrr is a coefficient (with the dimension
of time) related to the energy loss process of the diodes due
to the reverse recovery currents during turn-off.

The coefficient Kstrategy allows the comparison of the
modulation strategies. As long as the values of the DC-link
voltage of the output current amplitude and of the
switching frequency are the same, greater values of
Kstrategy lead to greater switching losses. Table 16.2 shows
the value of Kstrategy for the most common strategies.

Table 16.2 Calculation of the switching losses

Strategy Kstrategy

DPWM-MIN or DPWM-

MAX

SPWM or SVPWM

DPWM

OPT



Figure 16.18 shows the behaviour of KMM, KS, KD and
Kopt in the cases n = 5 and n = 7, respectively.

Figure 16.18 Comparison of the coefficient Kstrategy for

strategies SPWM, SVPWM, DPWM-MIN, DPWM-

MAX, DPWM and the optimal modulation strategy:

five-phase inverter (a) and seven-phase inverter

(b)

16.3.4 Space vector modulation



There are several reasons to develop an SVM technique.
The main reason is that SVM is well known for three-phase
inverters, and it has been integrated in a number of logic
devices that can manage the turn-on and turn-off of the
inverter switches, such as field programmable gate arrays
(FPGAs) and complex programmable logic devices (CPLDs).
SVM usually allows an immediate comprehension of the
relationships between the features of the modulation
strategy and the available degrees of freedom.

The research activity for the definition of a general SVM
in multiple d-q planes has led to some remarkable results.

The first proposals had indeed the merit of
demonstrating the feasibility of multiphase drives (in
particular five-phase motor drives) but did not exploit all
the available degrees of freedom. For example, the SVM
techniques proposed in [69–71] require the second voltage
space vector to be always zero.

The SVM technique defined in [72] and [73] considered
the modulation of the first voltage space vector and allowed
also the modulation of the second voltage space vector with
small magnitude. Finally, the SVM techniques presented in
[74] and [75] can independently synthesize voltage vectors
in more than one d-q plane, but they cannot ensure to fully
utilize the DC input voltage.

General SVM strategies for multiphase inverters are
reported in [76,77]. The problem of SVM is solved for
multiphase inverters with an odd number of phases by
adopting an algorithm based on multidimensional vectors.
This approach allows generalizing the SVM used for three-
phase inverters and adapting it to multiphase inverters.
According to this new approach, the output voltages of the
inverter are represented by a ‘multidimensional’ vector ,
which is defined as follows:



where  (k = 1, 3, …, n − 2) are the multiple space vectors.
It is worth noting that  is a vector in a (n − 1)-dimensional
space, since , , …,  have two scalar components.

The voltage vectors that the inverter can generate can
be expressed as a function of the leg state S1, S2, …, Sn, as
follows:

There are 2n−1 values for each multiple space vector.
The resulting multidimensional vectors can be

considered as the edges of the sectors of the
multidimensional space. The vectors constituting a
multidimensional sector can be expressed as a combination
of n − 1 adjacent multidimensional vectors (i.e. differing
one another only in the state of one inverter branch), as
follows:

where δ1, · · ·, δn−1 are positive duty cycles lower than one.
For example, a three-phase inverter has six active

vectors that divide the plane in 3! sectors. Similarly, an n-
phase inverter has n(n − 1) multidimensional vectors that
divide the multidimensional space in n! sectors.

Equation (16.49) represents a set of n − 1 scalar
equations, and this is clear if (16.49) is rewritten in terms



of multiple space vectors instead of multidimensional
vectors, as follows:

Given the multidimensional vectors , …, , it is
possible to find the reciprocal vectors , …,  that
satisfy the following constraints:

where the dot product between multidimensional vectors is
calculated by summing the result of the dot products of the
corresponding multiple space vectors.

Equations (16.51) and (16.52) form a set of n − 1 linear
equations, where the unknown variables are the n − 1
scalar components of . If the vectors , … ,  are
linearly independent, this set of equations has one and only
one solution.

This procedure can be repeated n − 1 times, for k = 1,
…, n − 1, thus leading to n − 1 reciprocal vectors , …, 

.
The concept of reciprocal vector is well known in vector

analysis. Its notion was introduced by the American
theoretical physicist, chemist and mathematician Josiah
Willard Gibbs in Elements of Vector Analysis (Yale
University, 1881). The concept of reciprocal vector arises in



vector analysis when a vector has to be expressed in a non-
orthogonal coordinate system. In order to find the
component of the vector, the most natural way is to
decompose it along the directions of the tangent vectors,
i.e. vectors that have the directions of the coordinate axes.
Alternatively, it is possible to use a vector basis composed
of normal vectors, i.e. vectors that have directions
orthogonal to the coordinate axes. This basis is usually
referred as reciprocal basis, and its vectors are named dual
or reciprocal vectors.

Roughly speaking, it is possible to say that the concept
of reciprocal vector arises from the dualism of ‘tangent’
and ‘normal’ vector, which is so frequent in modern
geometry and in modern physics.

The usefulness of the reciprocal vectors is evident in the
calculation of the duty cycles in (16.49). In fact, each duty
cycle can be calculated simply with a dot product, as
follows:

where  is the desired multidimensional voltage vector.
In three-phase inverters, it is well known that carrier-

based PWM and SVM are intrinsically equivalent. This
equivalence is true also for multiphase inverters and allows
an interesting interpretation of the concept of sector used
in SVM.

It turns out that the vectors of the multidimensional
Sector 1 are those that satisfy the following constraints:

whereas the other sectors are characterized by a different
ordering of the duty cycles of the inverter branches. There



are n! different ordering of m1, m2,…, mn, hence there are
also n! different sectors. If p(1), …, p(n) is a permutation of
the leg indexes, so that

it is possible to verify that the n − 1 reciprocal vectors can
be expressed in the following form:

that can be used to find the corresponding duty cycle δk

with (16.53).

16.3.5 Analysis of the output current

ripple

PWM techniques differ in terms of several characteristics,
such as the switching losses or the harmonic content of the
output voltage. A quality index that is often considered is
the ripple of the load currents. To investigate this problem,
it is possible to analyse the behaviour of the stator currents
over a switching period in a five-phase PWM inverter
feeding a five-phase inductive load. Let us denote with 
and  the desired current vectors flowing through the
load, and with  and  the corresponding reference
voltage vectors. The actual values of the voltage vectors 
and  differ from the reference ones because of the
switching behaviour of the inverter.



The voltage and the current ripple vectors can be
defined as follows:

where  and  are the actual values of the stator current
vectors.

The mean values of  and  during a switching
period Tsw are zero, owing to the principle of operation of
PWM technique.

Under the assumption of high-frequency ripple
components, the following relationships can be determined:

where L1,hf and L3,hf are the high-frequency equivalent
inductances of the load, respectively, in the α1-β1 and α3-β3
planes, measured from the inverter output terminals.

The parameter commonly used to represent the
distortion of three-phase waveforms is the total RMS value
of the ripple over a switching period, or, equivalently, its
square value:

where ik,rip is the current ripple of the kth phase.
Taking into account the symmetry of the double-sided

switching pattern, and introducing the current ripple
vectors, (16.60) can be rewritten as



where the symbol ‘*’ represents the complex conjugate.
Furthermore, the quantities  and  can be

calculated integrating (16.59) and taking (16.57) into
account, as follows:

Substituting (16.62) in (16.61), after some tedious
calculations, gives the following relationship:

where P0, P1 and P2 are very cumbersome polynomial
quantities of Tsw (here omitted for saving space) depending
on , , and their complex conjugates.

Equation (16.63) provides the square of the RMS value
of the output current ripple, in each switching period, as a
function of the space vectors and the zero-sequence
component of the modulating signals. As can be seen, 

 is a parabolic function of vpole,0.
It can be demonstrated that P1 and P2, unlike P0, do not

depend on the ordering of the modulating signals.
The optimal value of vpole,0 in each switching period,

leading to the minimum output current ripple, can be
obtained by solving the following expression:



After some manipulations, (16.64) furnishes

As (16.65) emphasizes, the optimal value of vpole,0
depends on the values of the high-frequency equivalent
inductances of the load.

In the particular case of L1,hf = L3,hf, (16.65) can be
rewritten as

As can be verified, (16.66) shows that SPWM generates
the lowest current ripple when  and , and
emphasizes that this result is no longer valid for  and 

.
A comparison among different modulation strategies, in

terms of the square RMS value of the current ripple in p.u.
in a fundamental period T ( ), is presented in Figure
16.19.



Figure 16.19 Square RMS value (p.u.) of the current ripple

in a fundamental period as function of . (a)

Case 1. . (b) Case 1. 

The RMS value squared of the current ripple in a
switching period Tsw, expressed in p.u., is obtained as
follows:

It is worth noting that this quantity is strongly
dependent on the parameter . The value of this
parameter depends on the specific inverter load. In multi-
motor drives and synchronous motor drives,  is a
reasonable assumption, whereas in the case of induction
motor drives a realistic hypothesis is .

16.4 Control of multiphase drives

Depending on the application, the control of high-
performance multiphase drives must follow the same
specifications imposed to the three-phase counterparts: fast
response and zero steady-state errors for the controlled
variables: speed, torque, flux and currents.

With respect to the three-phase drives, the multiphase
drive control is strongly influenced by the drive
configuration. From the literature, the most employed drive
configurations are the following:

conventional multiphase configuration with single
neutral point (Figure 16.20);



Figure 16.20 Multiphase drive configuration with single

machine neutral point

multiphase configuration with independent single-
phase units (Figure 16.21);

Figure 16.21 Multiphase drive configuration with

multiple single-phase units



multiphase configuration with independent three-phase
units (Figure 16.22).

Figure 16.22 Multiphase drive configuration with

multiple three-phase units. The disposition of

three-phase sets is not the winding spatial

distribution

As stated in [81], the machine configuration that uses a
single neutral point does not fulfil the requirements of
fault-tolerant operation for safety critical applications. The
problem can be completely solved when the machine
phases are independently fed by a single-phase
independent inverter. Another interesting advantage of this
solution is the highest voltage utilization of the DC-link for
motoring operation, since the maximum peak phase voltage
is the DC-link voltage. However, this configuration leads to
complicated power electronic structures.

A reasonable compromise between the system
complexity and the fault-tolerant operation capability can
be obtained with machines having a number of phases that
is multiple of three, and the stator consists of independent



three-phase sets with isolated neutral points. For this
configuration, each three-phase set is supplied by an
independent three-phase inverter. This topology is less
attractive respect to the previous one from the fault-
tolerant point of view. In case of fault, the faulted three-
phase set (including the converter) is disconnected from
the DC source. However, the power converter can use well-
consolidated off-the-shelf three-phase power electronic
modules, thus reducing the converter size, cost and design
time.

The multiple three-phase configuration usually leads to
modular control schemes since the number of independent
currents is lower with respect to the multiple single-phase
approach. As example, a six-phase machine with two
independent neutral points and two three-phase sets will
have four independent phase currents. With reference to
the VSD modelling approach, that means zero currents in
the (0+,0−) subspace.

The most generic schematic block of a closed-loop
multiphase drive control is shown in Figure 16.23,
considering a multiphase inverter with single DC-link. The
scheme is valid for synchronous machines and for
asynchronous machines as well.

Figure 16.23 General closed-loop control of a multiphase

drive



The input is the reference torque or the mechanical
speed, depending on the application. In some cases,
additional outer loops are included, such as voltage
regulation loops for multiphase generators. The measured
quantities are the phase currents ik, the inverter DC-link
voltage vdc and the rotor mechanical position ϑm. The
output of the control are the phase reference voltages 
that are applied to a pulse width modulator to get the
inverter switching functions Sk. Alternatively, the control
may generate directly the switching function, as happens
for some control techniques that are described later in this
section.

The most employed multiphase drives control techniques
are described in the following subsections.

16.4.1 Field-oriented control

The field-oriented control (FOC) applied to the multiphase
motor drives uses the same principles applied to the three-
phase machines, and it is implemented in a rotating (d,q)
reference frame. The FOC aims at regulating the machine
currents with an inner current control scheme to get the
required torque with a specific machine flux.

For synchronous machines, the d-axis is the electrical
rotor position (obtained from the measured mechanical
position, as shown in Figure 16.24). For asynchronous
machines, the d-axis is usually the position of the estimated
rotor flux vector in (α,β) frame, as shown in Figure 16.25.
As examples, Figures 16.26 and 16.27 contain two
examples for IPM machines and IMs, respectively [82,83].



Figure 16.24 Generic FOC of a multiphase synchronous

motor drive

Figure 16.25 Generic direct FOC of a multiphase induction

motor drive



Figure 16.26 Speed regulation for a generic IPM machine

Figure 16.27 Speed regulation for an IM

The torque regulation for an IPM machine needs the
generation of the optimal (d,q) current references for
maximum torque per ampere operation. At flux weakening,



the d-axis current is reduced to keep the command voltage
below the maximum inverter voltage, using a voltage
controller (Figure 16.26). The minimum d-axis current is
limited at the machine characteristic current , while
the q-axis current is limited according to the maximum
allowed current Imax.

The torque regulation of an IM is more complicated
since it needs an estimation scheme to get the rotor flux
vector position  in stationary reference frame. One
possible solution is to compute the rotor flux position
through the slip, using an indirect FOC approach [6,84].
The direct FOC approach uses a flux estimator that
provides the rotor flux magnitude  and its position  and
electrical speed , as shown in Figure 16.25. The direct
FOC exhibits superior dynamic performance with respect to
the indirect FOC due to the flux regulation added to the
torque regulation, as shown in Figure 16.27. The output of
the flux controller is the d-axis reference current, while the
q-axis reference current is computed from the torque
reference using the estimated flux and the torque constant
that results from the VSD machine model. The reference
flux is provided by an optimal reference flux computation
block. Below the base speed, the reference flux is constant
and equal with its rated value. Above the base speed, the
flux is weakened using an optimal strategy, as shown in
[83], for maximum torque production.

While the speed/torque regulation scheme of a
multiphase machine is similar to the one for a three-phase
machine, the current regulation is different due to the
existence of multiple subspaces, as shown in Figure 16.28.



Figure 16.28 Generic current control for multiphase

machine

Besides the current control in the (d,q) frame for torque
and flux regulation, additional current regulation blocks
must be added to cancel the harmonic currents in the (x,y)
subspaces and the zero-sequence currents in the (0+,0−)
subspaces.

At steady-state operation, the (d,q) currents are DC
quantities, while the (x,y) currents are AC quantities.
Besides the known harmonics related to these planes,
components at fundamental frequency may appear in case
of machine asymmetries [85]. Therefore, the current
control for the (x,y) subspaces and (0+,0−) subspaces can
be problematic due to the limited performance of



proportional-integral (PI) controllers. As the harmonic
order of the zero-sequence current is known from the
machine configuration, a possible solution is the use of
proportional–resonant (P-RES) controllers whose resonant
frequency is updated according to the motor frequency
[86].

Depending on the machine configuration, some zero-
sequence currents can disappear and thus the current
control is simplified. As example, an asymmetrical six-phase
machine with two isolated neutral points will not have
currents in the (0+,0−) subspace, so only four current
controllers are needed: one pair for the (d,q) frame and
another one for the (x,y) subspace.

16.4.2 Direct torque control

The direct torque control (DTC) was the main alternative of
FOC for the three-phase motor drives. The main goal of
DTC is to obtain a fast and robust decoupled control of the
stator flux and of the electromagnetic torque without using
inner current control loops [87].

With respect to the FOC that is usually implemented in a
rotating (d,q) reference frame, the DTC can be
implemented in stationary (α,β) frame, so it avoids the
direct and rotational transformations. The stator flux and
torque are regulated by applying proper voltage vectors
provided by the inverter in the (α,β) frame.

From the literature, the DTC solutions for the three-
phase machines can be divided into two main groups:

Direct self control (DSC) and switching-table-based
DTC (ST-DTC) techniques: these solutions give variable
switching frequency.
PWM-based DTC (PWM-DTC) techniques: these
solutions impose constant inverter switching frequency.



The extension of DTC techniques to the multiphase
drives needs a particular analysis due to the existing of the
circulating currents in the (x,y) subspaces. Moreover, the
number of vectors increases with the phase number due to
the increased number of inverter switching states. As a
consequence, the application of the DTC to the multiphase
drives is often limited to only five-phase and six-phase
machines, for which the system complexity is still
reasonable. Therefore, hereinafter this subsection will
focus mainly on DTC for asymmetrical six-phase induction
motors fed by two-level inverters, as shown in Figure 16.29.

Figure 16.29 Asymmetrical IM with isolated neutral points

fed by a two-level six-phase inverter with single

DC-link

The inverter is a switching network of 12 power
switches arranged to form 6 legs, where each leg supplies
one motor phase. Only one of the power switches of the
same leg can operate in the on state to avoid the short
circuit of the DC-link, so 26 = 64 switching configurations
can be obtained. The machine phase voltages can be
computed using the switching function associated to one
inverter leg that is defined as



where j = a1, b1, c1, a2, b2, c2.
For the machine having isolated neutral points, the

machine phase voltages are separately computed for each
three-phase set as

Using the amplitude-invariant VSD matrix
transformation for asymmetrical six-phase machines and
the matrix form of (16.69), the voltage components in the
machine subspaces (α,β), (x,y) and (0+,0−) are computed as
follows:

As shown in (16.70), no voltage components are
generated in the (0+,0−) subspace, demonstrating why the



machine topology with two separate neutral points is
usually preferred.

Considering all the 64 inverter switching configurations,
the projections of the normalized voltage vectors (with
respect to the DC-link voltage vdc) in the orthogonal
subspaces (α,β) and (x,y) are depicted in Figure 16.30.

Figure 16.30 Normalized inverter voltage vectors in the

(α,β) subspace (left) and in the (x,y) subspace

(right)

The decimal numbers in Figure 16.30 show the inverter
switching state N whose binary equivalent number gives
the values of the switching functions for the inverter legs,
considered in the order a1b1c1a2b2c3. The inverter provides
only 48 independent non-zero vectors and one zero vector
to form a 12-sided, 4-layer polygon in each machine
subspace. It must be noted that a particular switching
combination (as example N = 36) will produce a vector in
the (α,β) subspace that belongs to the external layer, and
another vector (x,y) subspace belonging to the most
internal layer.



With respect to the three-phase inverters, where only six
non-zero vectors can be used, for the asymmetrical six-
phase drives the number of non-zero vectors is significantly
higher. As a result, the DSC and the ST-DTC schemes [87–
89] should be easily extended to six-phase drives with
better results with respect to the three-phase drives. The
only problem is the number of non-zero vectors to be used
in the (α,β) subspace. A basic DSC scheme for
asymmetrical six-phase induction motor drives that uses
the vectors of the external layer of the 12-side polygon in
the (α,β) subspace is shown in Figure 16.31 [90].

Figure 16.31 Basic DSC for asymmetrical induction motor

drive [90]

The basic DSC from Figure 16.31 is simple but large
fifth and seventh current harmonics are generated in the



(x,y) subspace, as demonstrated in [90].
The basic ST-DTC scheme for six-phase induction motor

drives is shown in Figure 16.32. Based on the estimated
stator flux position, a torque three-level hysteresis
regulator and a flux two-level regulator are used to
generate the inverter switching functions through an
optimal switching table (ST).

Figure 16.32 Basic ST-DTC for asymmetrical induction

motor drive [90]

The key issue for ST-DTC is the ST design in order to get
sinusoidal machine phase currents, by minimizing the
circulating current components in the (x,y) subspace.
Different ST design solutions were discussed and
experimented in [91] with good torque and flux regulation
performance. It is considered today that the DTC is rather
difficult to be implemented for multiphase drives due to the
difficulties in limiting the voltage harmonics in the (x,y)
planes. The problem of the circulation currents can be



solved either with constant frequency operation or by using
new control solutions, as shown in the next.

16.4.3 Direct flux vector control

The direct flux vector control (DFVC) has emerged as an
alternative to FOC and DTC for three-phase motor drives
[92]. The DFVC has high degree of generality, and it can be
used with either induction or synchronous machines since
it is implemented in the rotating (ds,qs) reference frame
defined by the stator flux vector.

The DFVC can be considered as an evolution of the DTC
with the advantage of having constant switching frequency
and PWM, while retaining similar benefits in terms of
dynamic performance. With respect to the FOC, the DFVC
performs better at high speed and flux weakening, since it
easily guarantees maximum torque production under
current and voltage constraints.

When combined with the MS modelling approach, the
DFVC is particularly suitable for multiple three-phase
motor drives, employing either induction motors or
synchronous motors. Therefore, the DFVC can be
considered as a unified control solution for modular
multiple three-phase motor drives shown in Figure 16.16,
where each three-phase set is independently controlled.

The DFVC will be analysed in this section for multiple
three-phase induction motor drives having m three-phase
stator sets. With reference to the MS approach, the DFVC
aims at controlling m stator flux vectors in overlapped
stator flux frames (dsk,qsk, k = 1,2, …, m), as shown in
Figure 16.33.



Figure 16.33 Multiple stator flux frames in the DFVC-based

MS approach

The DFVC is implemented in multiple overlapped stator
flux frames using the following operating principles:

The amplitudes of the stator flux vectors λsk (k = 1, 2,
…, m) are directly regulated by means of the dsk-axis
voltages. Therefore, the dsk-axis becomes a flux axis.
The dsk-axis voltage equations are very simple with no
qsk-axis coupling terms.

The total electromagnetic torque is the sum between
the individual contributions of the stator sets:

The torque contribution of one stator winding k set is
controlled by regulating the corresponding qsk-axis
current (ik,qs), using the voltage component vk,qs, k = 1,



2, …, m. Therefore, the qsk-axis becomes a torque axis.
The qsk-axis electrical equations contain coupling terms
that are described in detail in [38].
The maximum torque per volt (MTPV) operation at flux
weakening is obtained when the load angles δk (k = 1,
2, …, m) from Figure 16.33 are equal with 45 electrical
degrees. This is equivalent with the machine operation
at maximum slip. If the machine is synchronous, then
the maximum load angles depend on the rotor design
(≥90 electrical degrees).
The current regulation of qsk-axis allows a
straightforward current limitation, as happens for the
FOC.

The DFVC scheme of a generic multiple three-phase IM
is shown in Figure 16.34. The DFVC needs a stator flux
observer to estimate the individual stator flux vectors 

 corresponding to the three-phase stator sets. The
stator flux observer provides the position, the amplitude
and the speed of the stator flux vectors . The inputs
for the stator flux observer are the reconstructed stator
voltages, the acquired currents and the inverter dead-time
errors. The inverter dead-time errors are necessary to
improve the machine operation at very low speed, and they
are provided by the dead-time (DT) compensation block. A
detailed description of the flux observer is provided in [38]
for a quadruple three-phase IM.



Figure 16.34 DFVC scheme of a generic multiple three-

phase IM

The MS-based DFVC is depicted in Figure 16.35. The
current limitation accounts for the maximum inverter
current and the maximum allowed load angle [38].



Figure 16.35 DFVC scheme for one three-phase stator set

[38]

The inner flux-current control for each stator set is
obtained with two PI controllers, as depicted in Figure
16.36. To improve the dynamic performance, feedforward
terms are added to the outputs of the two controllers.
Additional decoupling terms  [38] are also
recommended for the qs-axis current regulation. It must be
emphasized here that the two PI controllers can work
properly without any feedforward and decoupling terms.



Figure 16.36 Flux and current regulation for one three-

phase set

The DFVC combined with the MS modelling approach
allows at obtaining the accurate control of multiple three-
phase motor drives without the use of n × n VSD matrices
that are difficult to manage when the number of phases is
higher than six. The modular DFVC possess the open-fault
ride through capability when one or more three-phase
inverter units go into fault for different reasons. In this
case, the healthy three-phase sets will try to get the same
torque by increasing the current within the inverter limits.
Some experimental results for a four-pole, 10 kW
asymmetrical quadruple three-phase induction motor
(Figures 16.37 and 16.38) are shown below to demonstrate
this feature. As example, the inverter 2 that supplies the
(a2b2c2) set is suddenly shut-off when the machine is
working as a generator at negative rated speed (−6,000
rpm) and rated torque (16 N m). The phase currents ia1, ia2,
ia3 and ia4 are shown in Figure 16.37. Without any
reconfiguration that is usually needed for fault-tolerant



control techniques, the modular DFVC will increase the
current for the remaining healthy phase without any issues.

Figure 16.37 Inverter 2 shut-off during generation mode

with torque control at −6,000 rpm and with 16 N

m (rated torque) [106]. Ch1: ia1 (10 A/div), Ch2: ia2

(10 A/div), Ch3: ia3 (10 A/div), Ch4: ia4 (10 A/div),

time resolution: 5 ms/div

The DFVC keeps running (with lower torque capability)
for one or more inverters that are shut-off, as demonstrated
in Figure 16.38.



Figure 16.38 Inverter 3 shut-off with inverter 2 already off

during generation mode with torque control at

−6,000 rpm and with 10 N m [106]. Ch1: ia1 (10

A/div), Ch2: ia2 (10 A/div), Ch3: ia3 (10A/div), Ch4:

ia4 (10 A/div), time resolution: 5 ms/div

16.4.4 Model predictive control

The model predictive control (MPC) is a known control
technique that has emerged for three-phase motor drives
as an alternative for the control solutions based on the
conventional linear controllers, mainly PI, or on basic
nonlinear controllers, such as the hysteresis regulators.
Although the application of MPC to multiphase drives is
rather limited in the real world, the literature contains
several attempts that will be addressed in this section.

The MPC is nothing than a different way to get the
inverter reference voltages. The main classification of the



MPC multiphase schemes depends on the selection method
of the reference voltages, resulting into two main
categories:

Finite control set MPC (FCS-MPC) schemes that select
the reference voltages among the instantaneous power
converter’s discrete states. The FCS-MPC provides
directly the converter switching functions as they do
not need a pulse width modulator. The FCS-MPC
imposes variable switching frequency.
Continuous control set MPC (CCS-MPC) schemes that
select the reference voltages among all possible
average voltage vectors which the power converter can
apply. The CCS-MPC needs a pulse width modulator
and imposes a constant switching frequency.

Figure 16.39 contains the most relevant MPC control
solutions applied to multiphase drives.

Figure 16.39 Classification of MPC solutions for multiphase

drives with references



In the FCS-MPC, the reference voltages are selected
among the instantaneous power converter’s discrete states
according to the minimization of a cost function. This
operation is quite easy to implement in three-phase FCS-
MPC drives where the number of all possible discrete
states is only eight for two-level inverters. However, the
extension of the FCS-MPC algorithms to multiphase drives
is quite complicated as the number of power converter’s
discrete states increases exponentially. Therefore, the
application of FCS-MPC is limited to only five-phase and
six-phase motors. The FCS-MPC is divided into the
following categories [93–105]:

FCS-MPC for stationary current control (SCC). Based
on the VSD approach, this solution aims at controlling
the current in (α,β) frame while keeping to zero the
current in the (x,y) subspace.
FCS-MPC for direct control of phase currents (DCPC).
FCS-MPC for conventional FOC approach with a cost
function aimed at the control of (d,q) currents while
minimizing the (x,y) currents.
FCS-MPC for the DTC approach with a cost function
designed for simultaneous stator flux and torque
control.

It must be noted that the post-fault operation is not
straightforward for the MPC-FCS schemes. Moreover, the
current distortion is expected to increase, as some
converter states are not available anymore. Another aspect
that should be emphasized here is that the literature does
not contain an FCS-MPC work that proposes a complete
motor control scheme with flux weakening and operation at
maximum load angle.

In the CCS-MPC schemes, the reference voltages are
computed by using the inverse machine model according
with the reference commands and the predicted variables



(torque, fluxes and currents). These control schemes use a
pulse width modulator and they are executed at constant
switching frequency and thus the sampling frequency is
also constant and synchronized with the switching
frequency. This is an important difference with respect to
the FCS-MPC schemes where the switching frequency is
variable. The CCS-MPC schemes do not employ any cost
function to design, and the number of power converter’s
discrete states is not so important (conventional PWM
strategies are used).

While the FCS-MPC is limited to only the VSD modelling
approach, the CCS-MPC can be successfully applied with
VSD or with the MS to get modular three-phase control.

The CCS-MPC can provide the torque response in one
beat – i.e. it can work in a dead-beat fashion. Moreover, the
CCS-MPC completely avoids the distortion of the phase
currents with respect to the FCS-MPC schemes. The CCS-
MPC can be conveniently implemented either for FOC or
for DFVC. As example, Figure 16.40 contains a CCS-MPC
applied for DFVC of a multiple three-phase induction motor
drive for a modular control [105].



Figure 16.40 Modular DFVC using CCS-MPC for multiple

three-phase induction motor drive [105]

The key block of the CCS-MPC is the model predictive
estimator that must predict the stator currents and stator
flux vectors at the next sampling time. The dynamic
performance is very good. The CCS-MPC scheme has open-
phase fault-tolerant ride through capability in case of one
three-phase inverter sudden turn-off. Some experimental
results for a four-pole, 10 kW asymmetrical six-phase
induction motor fed by a 6 kHz inverter are shown next.
The phase currents ia1 and ia2 are shown in Figure 16.41 at
rated speed (6,000 rpm and 200 Hz) for fast torque
transient from 0 N m up to 24 N m (150% the rated
torque).



Figure 16.41 Phase currents ia1 and ia2 at 6,000 rpm (200

Hz) for fast torque transient from 0 N m up to 24

N m (150% rated torque). Ch1: ia1 (10 A/div), Ch2:

ia2 (10 A/div), time scale: 5 ms/div [105]

The phase currents are near sinusoidal with very low
distortion, even with a low switching frequency. The same
currents are shown in Figure 16.42 for inverter 2 shut-off
at steady-state operation at rated speed (6,000 rpm 200
Hz) and 10 N m. It can be noted how the remaining three-
phase set keeps working with increase in current to keep
constant the reference torque. Complete experimental
results, including flux-weakening operation with maximum
load angle limitation can be found in [105].



Figure 16.42 Phase currents ia1 and ia2 at 6,000 rpm (200

Hz) for inverter 2 turn off during steady-state

operation at rated speed of 6,000 rpm and 10 N m.

Ch1: ia1 (10 A/div), Ch2: ia2 (10 A/div), time scale:

5 ms/div [105]

16.5 Summary

The most relevant conclusions regarding the control of
multiphase drives are the following:

The multiphase drive configuration influences the
control and the fault-tolerant operation. The multiphase
motors with single neutral point are not considered as
fault tolerant. The best fault-tolerant configuration is
the topology that uses machine with isolated phases fed
by H-bridge converters. Another fault-tolerant topology
is the one that uses multiple three-phase motors having



three-phase stator sets with isolated neutral points and
fed by independent three-phase inverter units.
The FOC remains the most employed control solution
and it is usually based on the VSD modelling approach.
Care must be taken for the current control since the
adopted control solution must minimize the current
harmonics in the (xi,yi) planes. In addition, the VSD
approach becomes particularly heavy for multiphase
drives with number of phases higher than six.
The DTC application is rather limited to the five-phase
and six-phase drives due to the ST complexity.
The DFVC is a hybrid control solution between FOC
and constant switching DTC since it uses direct flux
control and torque current regulation. The DFVC can
be considered as a unified approach since it can be
easily applied to synchronous and asynchronous
machines. The DFVC combined with the MS modelling
approach can be successfully applied for multiple three-
phase motor drives to get a modular control structure.
The FCS-MPC is limited to only five-phase and six-
phase machines due to the complexity of the algorithm.
The FCS-MPC has been implemented for current
control under FOC. The literature does not report
complete control solutions working at flux weakening
with load angle limitation.
The CCS-MPC has been implemented for flux and
current control under DFVC for asymmetrical six-phase
induction motor drives with flux weakening and load
angle limitation, as well with open-phase fault
operation in case of sudden inverter shut-off.

List of symbols

Rs, Rr Stator and rotor resistances
Stator and rotor inductances



Ls, Lr

Lm Magnetizing inductance
Lls, Llr Stator and rotor leakage inductances
ωm Rotor mechanical speed
p Pole-pairs number
kT Torque gain
λm Back-emf constant
fsw Switching frequency

Glossary of terms

Cycloconverters

The power electronic converters which
changes the output frequency in single
stage of AC–AC conversion

Vector space

decomposition

Splitting the machine original space into n
subspaces out of which main subspace
(α,β) contributes for flux and torque
production and others for harmonics, zero-
sequence currents, etc.

Discontinuous

PWM

The pulse width modulation operated
between limits of DPWM-MIN and DPWM-
MAX strategies
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17.1 Definition of fractional-slot

concentrated windings

The classical definition of a concentrated winding is a
winding having one slot per pole per phase. This is a
standard winding in the case of brushless DC (BLDC)
machines with trapezoidal back-electromotive force (EMF)
voltage waveforms. This definition has been used in several
other references [1,2]. Some researchers refer to such
winding configuration as distributed windings having one
slot per pole per phase. Figure 17.1 shows an example of
such winding configuration in case of a four-pole machine.
There are also fractional-slot distributed windings that are
typically used to reduce torque ripple and in some cases for
ease of manufacturing. Distributed windings can be
referred to in general as “overlapping” windings since
there is a lot of overlap between the various coils and
phases in the end region. The two most common
nonoverlapping windings used in PM synchronous



machines are 2 slots/pole/phase (typically for brushless AC
(BLAC) machines) and as previously mentioned the 1
slot/pole/phase (typically for BLDC machines).

Figure 17.1 Example of concentrated windings having one

slot per pole per phase

A relatively more recent definition of concentrated
windings (even though this type of winding configuration
existed for a long time) is a winding concentrated around
one tooth [3,4]. These are referred to as “fractional-slot
concentrated windings (FSCW)” or “nonoverlapping”
windings since there is no overlap between the various
coils and phases in the end region (at least in one end of
the machine while the other end might have reduced
overlap due to the coil connections). Also sometimes “tooth
winding” is also used. Using this definition, there are two
main categories of FSCW [3,4]. The first category includes
designs having concentrated windings and a regular,



evenly spaced distribution of slots. The second category
includes designs having concentrated windings and slots
that are irregularly (i.e., unevenly) spaced.

The first category using evenly spaced stator slots is
more popular and more widely used. Within this category,
there are two possible winding configurations [3]. The first
configuration, called single-layer (SL) concentrated
windings, has each slot occupied by a coil side of only one
phase. This configuration yields a reduced number of coils
equal to half the number of stator slots, resulting in
simplified designs for manufacturing. An example of this
configuration is shown in Figure 17.2 for a four-pole
machine. The second configuration is called double-layer
(DL) concentrated windings. In this case, two coil sides of
the same phase or of two different phases occupy each slot.
An example of this configuration is shown in Figure 17.3 for
a four-pole machine. An example of a six-pole machine
design having concentrated windings and an irregular
distribution of slots is shown in Figure 17.4. Figures 17.5
and 17.6 show actual prototypes of SL and DL windings
with regular slot distribution [5].



Figure 17.2 Example of SL concentrated windings around

one tooth



Figure 17.3 Example of DL concentrated windings around

one tooth with a regular evenly spaced stator slot

configuration



Figure 17.4 Example of concentrated windings around one

tooth with an irregular distribution of slots



Figure 17.5 A 12-slot/10-pole design with SL winding [5]

Figure 17.6 A 12-slot/10-pole design with DL winding [5]

17.2 Advantages of using

concentrated windings

There are several advantages of using FSCW versus using
distributed windings [4,5]. These advantages include the
following:

Significant reduction in the copper volume used in the
end region, especially in the case of short axial-length
machines. This is clear comparing Figures 17.1 and
17.2. This advantage is also emphasized in Figures 17.7
and 17.8 comparing the end regions of distributed
windings and FSCW in the case of a two-pole machine.
Significant reduction in the Joule losses in the end
region due to shorter end turns.
Potential for improved efficiency compared to
distributed windings. This depends on the breakdown



of losses between copper and core losses because even
though in the case of FSCW there is reduction in
copper losses, there could be an increase in core losses
in the case of FSWC (especially for high-
speed/frequency applications) due to the additional
harmonic content as will be discussed later.
Potential reduction in cost enabled by simplified
manufacturing. The ease of manufacturing is further
enhanced when the stator can be segmented into
separate stator poles. This approach is being pursued
with stators made out of conventional steel laminations
or soft magnetic composite (SMC) material. Table 17.1
provides a comparison of the various methods of
segmenting the stator [6].
Significantly higher copper slot fill factor (up to 78 %)
can be achieved, where slot fill factor is defined as the
ratio of the net copper area to the total area of each
slot. Such high slot fill factor values have been reported
in prototype machines using segmented SMC
structures and compressed FSCW [7]. An example of
this configuration is shown in Figure 17.9. Similar
values of slot fill factor values have been reported in
case of segmented laminated stator structures using
the “plug-in-tooth” technique [8] shown in Figure
17.10. Also a 75% slot fill factor has been reported
using a “joint-lapped core” [9] in Figure 17.11.
FSCW can be used in the design of modular PM
brushless machines with higher numbers of phases to
improve fault tolerance [10]. They also can be used in
high-phase-number machines to increase the specific
torque [11].



Figure 17.7 Two-pole distributed winding

Figure 17.8 Two-pole concentrated winding

Table 17.1 Comparison of various methods for segmenting

the stator





Figure 17.9 (a) Manufactured core components and coil [7].

(b) Coil sections resulting from pressing trials [7]

(78% fill factor reported)



Figure 17.10 Example of stator structure using laminated

plug-in-tooth technique [8]



Figure 17.11 (a) Cross section of a joint-lapped core

machine [9] (75% fill factor reported). (b) Joint-

lapped core after winding [9]

Table 17.2 provides a high-level comparison between
distributed windings versus FSCW [6]. Some of the points
of comparison will be discussed in more detail in coming
sections of this chapter.

Table 17.2 Comparison of distributed windings and FSCW

Distributed

windings
FSCW

Typical copper slot

fill factor
35%–45%

50%–65% (if coupled

with segmented stator

structures)

Stator structure
Continuous

laminations

Continuous laminations

or segmented structures

End turns
Long

overlapping
Short nonoverlapping

Torque-producing

stator space

harmonic component

Fundamental

In most cases (except for

0.5 slot/pole/phase) a

higher-order harmonic

17.3 Challenges involved in using

FSCW

There are also challenges associated with the application of
concentrated windings that must be carefully considered.
The key challenge is that spatial magnetomotive force
(MMF) distributions in the machine air gap that result from
FSCW include significantly more higher-order harmonic
contents compared to distributed windings. This can have
an impact on

higher core losses especially in the rotor,



risks of elevated torque ripple and low winding factors,
and
potential for higher acoustic noise and vibration.

Detailed discussion of the various opportunities and
challenges of FSCW is presented in [6].

17.4 Three-phase structures that can

support FSCW

For three-phase machines, traditionally FSCW were too
often restricted to windings with a shortened pitch of 120
electrical degrees. This corresponds to the designs that
have 0.5 slot/pole/phase. Such windings have reduced
performance compared to the traditional 1 slot/pole/phase
configurations (winding factor of 0.866). The building block
of such configurations is shown in Figure 17.12. There are
a significant number of three-phase structures that can
support FSCW if the number of magnetic poles is
increased, making it possible to introduce a fractional
number of slots/pole/phase. Several of these slot/pole
combinations became very popular and were extensively
investigates over the past decade.



Figure 17.12 Example of FSCW with 1/2 slot/pole/phase

Considering three-phase machines, the candidate
combinations of slots and poles that allow the realization of
balanced windings are governed by the following condition
[3]:

where S is the number of slots, p is the number of pole
pairs, C is a positive integer (1,2,…), and GCD is the
greatest common divisor.

The three-phase machines that can be equipped with the
most efficient FSCW have numbers of slots/pole/phase less
than or equal to 1/2. Table 17.3 summarizes all of the
possible combinations of slots and poles that can support
concentrated windings [3,4]. Each entry of this table



includes the number of slots per pole per phase (q) and the
synchronous component winding factor (Kw1) associated
with the torque-producing spatial MMF component that is
electromagnetically coupled with the rotor field.

Table 17.3 Combinations of stator slots (S) and poles (2p)

that allow realization of balanced three-phase

concentrated windings [3]

Winding factor values in the table are surrounded by
parentheses when it is possible to artificially increase the
winding pitch by extending the tooth tips to collect and
concentrate the air gap flux, similar to techniques used
with pole pieces in conventional DC or synchronous
machines. This situation occurs when the number of slots
per pole per phase q is less than 1/3 [3]. For structures
that can support SL windings, q is underlined in the table.
In these cases, the reduced number of coils (S/2) simplifies
manufacturing and assembly processes. In [12], this work
of identifying feasible slot/pole combinations that can



support three-phase FSCW was expanded for higher
number of phases.

17.5 Comparison of SL and DL

configurations

Comparison of SL and DL FSCW has been the focus of
several publications [4,5,13]. There are some points of
comparison between the SL and DL FSCW configurations
that are rather apparent from inspection. In order to assess
these differences more accurately, they have to be
evaluated in actual machine designs. The following list
highlights these differences in a more general and
qualitative manner:

Using two layers per slot requires more insulation, so
the slot fill factor is typically less in DL windings
compared to SL windings.
The coil pitch of an SL winding is equal to the slot pitch
while the coil pitch of a DL winding is less than the slot
pitch. This can be observed in Figure 17.13, where τc is
the coil pitch and τs is the slot pitch.
The SL winding has almost twice the axial-end winding
build (i.e., length) compared to the DL winding. As a
result, a DL winding configuration is typically more
compact compared to an SL winding configuration.
Both winding configurations generally reduce the
cogging torque amplitude compared to conventional
distributed windings that overlap in the end-turn
region. A simple explanation for this desirable
characteristic can be offered as follows. When half the
edges of the north- and south-pole rotor magnets face
stator slot openings in a machine with nonoverlapping
(FSCW) windings, the remaining pole edges
approximately face the centers of the stator teeth,



reducing the electromagnetic saliency of the stator–
rotor structure. For conventional overlapping windings,
it is more common to encounter higher levels of
electromagnetic saliency, with higher numbers of
magnets facing slot openings in some particular rotor
positions [14,15].
SL windings typically produce higher levels of spatial
MMF harmonic components in the air gap compared to
DL windings, particularly for the subharmonic
components. The harmonics contribute extra stator
leakage inductance that can be very helpful in some PM
machines to reduce the current required for field
weakening at elevated speeds in the constant-power
region.
SL windings offer better potential for fault tolerance
than DL windings because the phase-to-phase mutual
inductance of the stator windings is zero for SL
windings with non-salient rotor structures.
The rotor eddy-current losses are higher for SL
windings due to the higher spatial MMF harmonic
content in the air gap produced by the SL windings
compared to DL windings.

Figure 17.13 (a) Coil pitch of an SL FSCW compared to the

slot pitch. (b) Coil pitch of a DL FSCW compared

to the slot pitch



Table 17.4 provides a high-level summary of the key
points of comparison between the two types of windings.
Since rotor losses have been identified as one of the key
challenges of using FSCW as will be discussed later in more
detail, there has been several publications that explored
going to higher number of winding layers (beyond DL)
[16,17] and/or winding configurations that reduce
harmonic content in FSCW [18–20]. Some of these
proposed winding configurations with a coil pitch that
spans two slot pitches and hence they are somewhere
between FSCW and distributed windings. In this case, it
was shown that there can be significant reduction in
harmonic content but at the expense of making the winding
configuration more complicated. In [16], the effect of
increase in number of winding layers on the winding
factors of the torque-producing and the first loss-producing
harmonics in FSCW interior PM machines is studied. The
optimum slot/pole/phase combinations with a high winding
factor for a torque-producing harmonic, but low harmonic
content, with four winding layers are identified. An
improvement in power density, reluctance torque,
efficiency, and torque ripple going from single- to double-
to four-layer winding configurations was shown.

Table 17.4 Comparison of DL and SL windings

DL windings SL windings

No. of coil

sides/slot
2 1

Mutual phase

coupling

Significant phase–

phase coupling

through mutual slot

leakage

Very low mutual phase

coupling

(recommended for fault

tolerance)

End turns Shorter end turns Longer end turns



DL windings SL windings

Phase

inductance

Lower phase

inductance due to

lower phase leakage

inductance

Higher phase

inductance due to

higher phase leakage

inductance (better flux-

weakening capability)

Rotor losses

Lower rotor losses

mainly due to lower

fundamental stator

MMF space harmonic

component

Higher rotor losses

mainly due to higher

fundamental stator

MMF space harmonic

component

Slot/pole

combinations

Many slot/pole

combinations can

support DL windings

Few slot/pole

combinations can

support SL windings

Ease of

manufacturing

More difficult to

manufacture since

there are 2 coil

sides/slot

Easier to manufacture

since there is 1 coil

side/slot

Synchronous

winding factor
Lower Higher

Back EMF More sinusoidal Less sinusoidal

In [17], the general theory of the multilayer m-phase
winding is presented. General rules to design such a type of
winding are given. Higher number of phases is included.
Different types of machines have been evaluated. It was
shown that four-layer windings did not show significant
improvement in the case of surface PM (SPM) machines. In
case of interior PM (IPM) machines, there was significant
reduction in torque ripple. In the case of induction
machines (IMs), it was shown that four-layer windings
make FSCW more feasible even though the torque ripple
was fairly high.



17.6 Criteria for choosing the

optimum slot/pole combination

As previously discussed, there are several slot/pole
combinations that can support three-phase concentrated
windings. Criteria for choosing the optimum
slot/combinations will be discussed in this section. In
Section 17.4, the synchronous component winding factor
Kw1 was introduced that emerges as an important
parameter characterizing each slot/pole combination.

There are two other important parameters that need to
be introduced. The first parameter is the lowest common
multiple (LCM) of the number of slots and the number of
magnetic poles, expressed as LCM(S, 2p). Table 17.5
summarizes the values of this parameter for the various
candidate slot/pole combinations listed in Table 17.3.

Table 17.5 Evaluation of LCM(S, 2p ) parameter for

candidate slot/pole combinations

The second parameter (K) is the ratio of the product of
the number of slots and poles to the LCM between the
number of slots and the number of the poles, defined as
follows:



where GCD is the greatest common divisor. Table 17.6
summarizes the values of this parameter K for the various
candidate slot/pole combinations listed in Table 17.3.

Table 17.6 Evaluation of parameter K for candidate

slot/pole combinations

Based on the entries in Tables 17.3, 17.5, and 17.6 and
while considering the nature of the application for which
the machine is being designed, the optimum slot/pole
combination can be chosen as follows:

1. Choose the combination that has highest value for the
synchronous component winding factor (Kw1). The
rationale is that the average torque developed by a
surface PM machine equipped with concentrated
windings and excited by sinusoidal current can
expressed approximately as [4,21] follows:

where
 is the synchronous winding factor.



 is the number of layers in each slot (1 or 2).
 is the number of turns around each tooth.

S is the number of slots.
 is the peak value of the no load air gap flux

density [tesla].
 is the air gap area [m2].
 is the peak phase current [A].

 is the current angle between the orientation of the
stator current vector and the q-axis that is orthogonal
to the orientation of the rotor magnet flux linkage
vector (electrical radians or degrees).

This equation shows that the winding factor
determines the number of effective turns in the stator
winding coils. To produce the same torque for lower
values of  would require either increasing the total
number of turns or using higher currents. For the same
torque, magnetic loading, and slot fill factor, this will
lead to increased copper losses. This gives an important
advantage to designs with high values of the winding
factor .

It should be emphasized again that when the term
“synchronous component” is used, it refers to the
torque-producing component of the spatial winding
function (i.e., MMF distribution) and not necessarily to
the lowest-order Fourier component of the winding
function (MMF). In some cases (especially SL winding
cases), the lowest-order harmonic component of the
spatial winding function does not contribute to average
torque production since it is a subharmonic of the main
torque-producing component.

2. Choose the combination that has the highest LCM of
the number of slots and the number of poles. The
reason for choosing the highest LCM value is that the
number of cogging torque pulsations or periods (N) per



full mechanical rotation is determined by that value
[4,14,21].

Since a higher cogging torque frequency typically
indicates lower cogging torque amplitude, it is
desirable to select slot/pole combinations with high
values of N in order to reduce the cogging torque. In
stators with distributed windings and evenly spaced
slots, skewing the stator by one slot pitch (as well as
other methods to reduce cogging torque) will typically
reduce the cogging torque significantly. In the case of
concentrated windings, skewing might not be that
effective or practical because the choice of fractional
slot/pole/phase values leads to large slot pitches. As a
result, choosing the right combination of slots and
poles is crucial in order to minimize the cogging torque.

3. Choose the combination that has a high even value of K
[21,22]. The value of K is important because it is an
indication of the symmetry of the machine and, hence,
the net radial force that the machine will experience. If
the value of K is “1” or any odd integer, this means that
the net radial force on the machine is high (this is

typically the case with odd number of stator slots). If K
is higher than “1” and even, this means that the net
radial force on the machine is low.

The net radial force between the stator and rotor
comes from two major sources, stator steel to rotor
magnet attraction and coil current to magnet
interactions. The main radial forces in PM machines
under consideration are due to magnet–steel attraction.
These can be canceled or reduced by choosing slot/pole
combinations that have a value of K higher than unity
and even. Symmetric excitation of the coils will reduce
or eliminate the remaining radial forces.



The parameter K actually represents the number of
angular rotor positions along the stator air gap
periphery where cogging torque reaches peak values at
the same time. Values of K that are even numbers
indicate that these positions are all diametrically
opposite pairs and, hence, the net radial forces on the
rotor will be canceled.

4. Depending on the nature of the application for which
the machine is being designed, there might be a good
reason to prefer using SL windings. A good
reason/example is the need for fault tolerance
especially in safety critical applications as will be
discussed later in more detail. Only some of the
slot/pole combinations are compatible with SL
windings, as shown previously in Table 17.3.

In addition to the previous four points, there are some
general useful guidelines and observations presented in [3]
that categorize the various slot/pole combinations based on
the number of slots/pole/phase (q). These guidelines are
summarized in Table 17.7.

Table 17.7 Summary of the main features of different

categories of balanced three-phase concentrated

windings [3]

Slots/pole/phase

(q)
Main features



Slots/pole/phase

(q)
Main features

1/2

Short pitch of 120 electrical degrees
Relatively low performance in case
of sinusoidal currents. Low Kw1 of
0.866
In case of rectangular currents and
smooth rotor with surface PM, no-
load back-EMF does not have a flat
portion of sufficient width ≥ high
torque ripple
Used for low-power applications that
do not have torque ripple constraints

Between 1/2

and 1/3

Higher performance compared to q

= 1/2
12-slot, 10-pole design specifically

interesting:

⇒ Can support SL winding
⇒ Low torque ripple

Low cogging torque



Slots/pole/phase

(q)
Main features

Between 1/3

and 1/4

For q less than 1/3, it is possible to
adjust the width of the tooth tips to a
value close to the pole pitch (like
horns of the traditional pole pieces
in DC or synchronous machines) to
increase the magnetic flux linked by
the winding, effectively increasing
the winding pitch
Can provide high Kw1
12-slot, 14-pole design specifically

interesting:

⇒ Can support SL winding
⇒ Torque is more sinusoidal
⇒ Suitable for sinusoidal
currents

Less than or

equal 1/4

More sinusoidal torque but of lower
amplitude
In case of rectangular currents,
irregular distribution of slots
provides higher performance

17.7 How to determine the winding

layout

After identifying the slot/pole combinations that can
support FSCW as well as criteria to choose the “optimum”
slot/pole combination, the next step is how to reach the
“optimum” winding layout for the chosen slot/pole
combination. In [23,24], a method was presented to
determine the optimal winding layout for the various
slot/pole combinations as well as design FSCW-PM



machines based on the stator star of slots. There was
another systematic procedure for laying out three-phase
FSCW in an optimum way presented in [3], and this will be
the focus of this section.

For values below unity, q has to be reduced to a fraction
of two nondivisible integers b and c.

A repeatable sequence of 0s and 1s specific to the
winding can be derived from this relationship. It is a list of
c numbers that characterizes the winding distribution
under c/3 poles. The structure of the whole machine
winding can be derived from a periodic distribution of the
structure under c poles described by three consecutive
repeatable sequences if c is an even number. If c is an odd
number, this distribution is antiperiodic. The number of 1s
in the sequence is equal to b and the number of 0s is equal
to b-c. The initial sequence can be described by:

For a given structure, the winding with the highest
performance can be obtained by the most regular
distribution of the 1s among the numbers 0s. An example
given at the end of this section will emphasize that this rule
is crucial for obtaining the highest synchronous component
winding factor .

As an example, consider the case of a three-phase
machine with 18 slots and 14 poles:



The following steps show how the whole winding
configuration can be obtained:

1. Initial repeatable sequence: 0000111
2. Optimum repeatable sequence: 1010100
3. The optimum sequence is reproduced 3 times: 

4. The usual sequence AC′BA′CB′ is assigned to the whole
sequence where A′ is the return conductor of conductor
A:

5. The conductors associated with the 1s are selected to
form the first layer of the winding. Usually this layer
cannot be directly realized to form an SL concentrated
winding except for some specific cases identified
previously in Table 17.3.

6. The second layer is obtained by shifting the first layer
by a tooth or slot pitch and reversing the conductor’s
direction.

7. The final winding layout can be drawn as follows:



To emphasize the importance of developing the most

regular distribution of the 1s among the 0s to achieve the

optimum repeatable sequence in Step 2, two examples will

be considered:

Example 1 For a combination of nine slots and ten poles:

A poor choice for the repeatable sequence in Step 2
would be 1010100000. Following the remaining steps in
the procedure described above leads to the following:

The resulting winding layout is as follows:

and the value of the synchronous component winding
factor  in this case is 0.4423.

A much more promising repeatable sequence in Step 2 is
1001001000. Following the remaining steps in the
procedure leads to the following:



and the resulting winding layout is as follows:

The synchronous component winding factor  in this case
is 0.945, more than twice the previous value. This example
makes it clear that choosing the optimum repeatable
sequence is crucial for obtaining the highest synchronous
winding factor and, hence, the most efficient winding
layout. The details of how the winding factor is calculated
will be presented in the following section.

Example 2 Consider next a combination of 12 slots and 14
poles:

A poor choice for the repeatable sequence in Step (2)
would be 1010000. Following the remaining steps in the
procedure described above leads to the following:

The resulting winding layout is as follows:



and the value of the synchronous component winding
factor  in this case is 0.683.

A much more promising repeatable sequence in Step 2 is
1001000. Following the remaining steps in the procedure
leads to the following:

The resulting winding layout is as follows:

The synchronous component winding factor  in this case
is 0.933, considerably higher than the value with the
previous sequence.

In [12], the work presented in [3] was expanded to cover
four-, five-, and six-phase configurations. Tables including
the winding factors, cogging torque indicators, and net
radial force indicators for the various slot/pole
combinations have been provided. In addition to these
three parameters, a key parameter for choosing the optimal
slot/pole combination has been introduced. This parameter
is the rotor loss figure of merit (FOM) that helps compare
the rotor losses for the various slot/pole combinations on
relative basis. The values for the rotor loss FOM have been
evaluated for three-, four-, five-, and six-phase designs.
Together, all these sets of tables would help a machine
designer to converge to the optimal slot/pole combination



and number of phases based on his application
requirements.

17.8 Calculation of the winding factor

After the winding layout has been determined as described
in Section 17.7, the winding factor can be calculated. Three
different methods for calculating the winding factor will be
presented. Two of these methods can be used for either SL
or DL windings while the third can only be used for DL
windings. An example illustrating how the three methods
can be applied is also presented at the end of this section.
This example will show that all three methods lead to
identical results.

17.8.1 EMF method

If the EMF phasors ( ) of all the winding elements/coil
sides are known, the winding factor can be calculated as
follows [4]:

where

 is the net phase hth-order harmonic EMF
component in per-unit (phasor sum).

 is the hth-order harmonic EMF component phasor in
per-unit (p.u.) of the winding element “i” that belongs
to this specific phase.
Q is the total number of winding elements.



In both cases, we only need to calculate S phasors
because, even in the case of DL windings, windings sharing
the same slot can be represented by the same phasor.

where Q/3 is the net phase EMF in p.u. for the special case
when all of the winding elements of that phase are lumped
together and their EMF vectors are all pointed in the same
direction. This is the case for distributed winding with 1
slot/pole/phase. Equation (17.9) can be used to calculate
the winding factor for the synchronous (i.e., torque-
producing) component as well as any higher-order
harmonic or subharmonic component. It is important to
note that this winding factor includes both the winding
distribution and pitch factors.

17.8.2 Winding function method

Another method for calculating the winding factor is to use
the winding function [25]. The first step is to calculate the
amplitude of the fundamental component (or any other
higher-order harmonic) of the actual winding function. This
value is equal to the product of the fundamental component
(or any other higher-order harmonic) of a rectangular
winding function (corresponding to the case when all the
phase coils are distributed in a 1 slot/pole/phase
configuration) and the winding factor of the winding of
interest. Hence, the winding factor can be calculated as
follows:



where

 is the winding function of the hth-order harmonic
component.

 is the amplitude of the hth-order harmonic
component of the actual winding function for the
winding of interest.

 is the amplitude of the hth-order harmonic
component of the base rectangular winding function for
the same number of total turns in a q = 1 configuration.

17.8.3 Closed-form expressions

The third method for calculating the winding factor is to
use closed-form expressions presented in [26] for
fractional-slot windings. The derivations of these
expressions have been discussed in detail in [26] and will
not be repeated here. In this section, the focus is only to
present the end results that can be used for calculating the
winding factor. The value of the winding factor for each
harmonic is calculated as the product of the corresponding
harmonic distribution factor and harmonic pitch factor (i.e.,

). It should be noted that this method is only

applicable to DL windings. For SL windings, either the EMF

method or the winding function method should be used.

17.8.3.1 Calculating distribution

factor for fractional-slot windings



where

 is the distribution factor for the hth-order harmonic
component.
q is the number of slots/pole/phase.
b is the numerator of the fraction that fixes the number
of slots/pole/phase.
c is the denominator of the fraction that fixes the
number of slots/pole/phase.

How to calculate 

  (i) When c is even,

where p is the number of pole pairs.

.

where
d is a number representing the difference
between two slots, which correspond to two
adjacent vectors of the slot star (the slot star is a
star formed of the vectors representing the
voltages induced in the various coil sides in all
slots).
P is the number of full pole pitches between two
adjacent slots, which correspond to two adjacent
vectors of the slot star. The smallest integer for



which d becomes an integer has to be inserted. 
 . P is odd in case c is even

(ii) When c is odd,

The previous equations yield the correct signs. If we are
only interested in absolute values:

  (i) When  is even,

(ii) When c is odd,

Another way of calculating :



17.8.3.2 Calculating pitch factor for

fractional-slot windings

where

 is the pitch factor for the hth-order harmonic.
W is the coil width [radians].

 is the pole pitch [radians].

17.8.4 Example of winding factor

calculation using three methods

The 12slot/14pole fractional-slot DL concentrated winding
is chosen as an example for calculating the winding factor
using the three methods introduced in Section 17.8. The
calculation of the synchronous harmonic component of the
winding factor will be presented in this example. Lower-
and higher-order harmonic winding factors can be
calculated in a similar way.

17.8.4.1 Using the EMF method

Figure 17.14 shows the optimum winding layout of a
12slot/14pole DL configuration. There are four winding
elements for each phase. The goal is to calculate the
winding factor for the synchronous component. The angle γ
between two successive slots (the slot pitch in the case of
concentrated windings) is 360* 7/12 = 210 elec. degrees.



Figure 17.14 Winding layout of 12slot/14pole DL

configuration

Voltages of the A phase winding elements in p.u:

Based on (17.53),

where  is the synchronous winding factor.

17.8.4.2 Using the winding function

method

The winding function of the 12slot/14pole DL concentrated
winding is shown in Figure 17.15. In this case, it is
assumed that each of the two coils/phase has only one turn.
The rectangular winding function for the baseline case



when the coils are combined into a distributed winding
with q = 1 is shown in Figure 17.16. In this case, the
torque-producing component (synchronous component) is
the seventh harmonic component of the winding function.
Calculating the amplitudes of the seventh harmonic
components of both waveforms leads to the following:

Figure 17.15 Winding function of 12 slot/14 pole DL

configuration

Figure 17.16 Winding function of the rectangular lumped

base case



Using (17.54),

It is again emphasized that  is the synchronous

winding factor.

17.8.4.3 Using closed-form

expressions

In case of 12 slots and 14 poles,

Using (17.58),

Using (17.59),

Using (17.60),

Using (17.62), .
Using (17.55),



Using (17.79),

The negative sign in this case has no significance. It can
be seen that the three methods yield the same value for the
synchronous winding factor, as expected.

17.9 Design and analysis

The design and analysis of FSCW-PM machines is
challenging in the sense that the winding configuration
deviates significantly for the conventional sinusoidal
distribution. The standard d-q analysis might not be
applicable or accurate in the case of FSCW. This section
will cover the key publications addressing the design and
analysis of FSCW-PM machines.

Reference [27] represents one of most complete
publications summarizing most of the work that has been
done regarding the theory and design of FSCW-PM
machines.

In [28], a closed-form analytical method for the design
and analysis of FSCE SPM machines has been presented.
The proposed method is based on analytically calculating
the magnetic field in the air gap and building upon this to
calculate the various machine parameters and performance
on a per-phase basis. The various machine performance
aspects have been verified using finite-element analysis
(FEA). This approach is suitable for non-salient SPM



machines but other analytical approaches were developed
for salient IPM machines.

In [29], it was demonstrated that a well-designed
magnetic circuit model (MCM) provides a promising
method of predicting the cores losses of FSCW-IPM
machines that pose special challenges because of their
nonlinear electromagnetic characteristics and basic
repeating unit that can include several machine poles.
Despite the fact that FEA uses a much finer mesh that
captures the localized variations in flux density more
accurately than the MCM, the permeance models in the
MCM are sufficiently good to provide core loss estimates
that closely match the FE results under open-circuit
operating condition and as well as in the presence of
armature reaction.

In [30], it was shown that the FSCW-IPM machine can
be designed to achieve appealingly high values of torque
and power density, taking advantage of the known
advantages of FSCW and IPM machines. This includes the
opportunity to design PM machines that are achieving wide
ranges of constant-power operation, a valuable feature in
some applications. On the other hand, the investigation has
also highlighted the fact that FSCW-IPM machines are not
generally compatible with achieving high values of
magnetic saliency that are required for delivering large
contributions of reluctance torque to the total machine
torque production. Closer inspection indicates that this
conclusion is not that surprising since the wide stator poles
that are typical of FSCW configurations serve as spatial
low-pass filters that span large angular pitches. In fact, this
slot pitch exceeds one full pole pitch when slot/pole/phase
is less than 1/3, filtering out magnetic permeance
differences along the orthogonal d- and q-axes.

It is shown that, with increase in saliency, gamma angle
at which the maximum torque occurs tends toward 45
degrees, and machine configurations with higher saliency



will have higher gamma angle magnitude. Observations
made in terms of design with DL winding that had higher
saliency when compared to corresponding design with SL
winding are seconded in the later section with the help of
detailed design torque comparisons. Another set of design
comparison is made by changing the slots/pole/phase while
keeping same rotor also indicated that another important
conclusion in terms of machines with higher
slots/pole/phase value have higher saliency and confirm
that wider stator tooth acts as a saliency filter and reduces
the resultant saliency.

One of the challenges with IPM machines in general is
the separation of the various torque components
(reluctance vs. PM torque). This task becomes even more
challenging in the case of FSCW-IPM machines due to the
presence of all the sub- and super-harmonic components.
Several papers tried to tackle this issue.

In [31], alternative techniques for segregating the
calculated torque values in FSCW-IPM machines have been
investigated. It is shown that the previously established
frozen permeability technique does a very good job of
predicting the nonlinear effects of saturation on the
machine flux linkages, building confidence in the
meaningfulness of its resulting PM and reluctance torque
component predictions. Unfortunately, the frozen
permeability technique is very computation intensive since
it depends so heavily on FEA for its execution.

A new modified torque segregation technique based on
capturing the effects of the combined q- and d-axis currents
in a single saturation variable dependency has been
proposed. Predicted PM and reluctance torque values for
this new model match the results of the baseline frozen
permeability technique very well. It is an appealing
alternative because it provides an attractive tradeoff
between accuracy and computation time for this torque



segregation task as it is necessary to freeze the permeance
and perform linear simulations.

In [32], the frozen permeability method has been used to
analyze the influence of saturation due to PM, d- and q-axis
currents on the different parameters, such as the PM flux
linkage, d- and q-axis inductances of fractional-slot PM
machines having concentrated windings. The analysis
shows that the q-axis PM flux linkage, the influence of d-
axis current on the d-axis PM flux linkage, and the cross-
coupling effect on the d–q-axis inductance can be neglected
in the calculation of the torque speed characteristics of
such machines. A proposed partial cross-coupling model
has been compared to FEA and experimental results. The
proposed model proved to be fairly accurate and a much
faster analysis tool.

17.10 Flux weakening

SPM BLAC machines have often been considered to be poor
candidates for achieving wide constant power speed
range/ratio (CPSR) by means of flux weakening. The
principal reason for this will be evident by considering the
characteristic current of an SPM machine, defined as

where Ψm is the RMS flux linkage due to the permanent
magnets (PMs) and Ld is the d-axis inductance (which is
approximately equal to the q-axis inductance for SPM
machines). It is well known that optimal flux weakening, for
both SPM and IPM machines, occurs when the
characteristic current Ix equals the rated current IR

[33,34]. The symmetrical three-phase short-circuit current
will then be equal to the rated machine current. The



inductance of SPM machines is, however, relatively low.
Furthermore, if the flux-linkage Ψm is reduced, this
compromises the torque capability. As a result, the
characteristic current tends to be significantly higher than
the machine rated current, which severely limits the
constant-power, flux-weakening operational range.

However, it was shown in [35] that FSCW-SPM
machines have high values of stator leakage inductance
(both harmonic leakage and slot leakage), which allows
them to achieve a wide CPSR. This type of machine has
potential for demanding traction applications requiring
wide CPSR, high power density and high efficiency.

In [36], it was shown analytically that the optimal flux-
weakening condition could be achieved in SPM equipped
with FSCW. FEA validation was provided as well as a
design method to achieve this condition. In [37],
experimental verification that the optimal flux-weakening
condition can be met in SPM machines using FSCW was
provided. A 36slot/30pole prototype was built and tested. It
was shown that a wide CPSR of ~8:1 could be achieved
while achieving a high efficiency above 90% over the entire
speed range.

Part of the analysis presented in [36] will be included in
this section since it provides a simple and clear explanation
of the benefits of FSCW in terms of improving the flux-
weakening capabilities of SPM machines. Based on the
criteria presented in Section 17.6, the 12slot/14pole and
the 12slot/10pole combinations emerge as appealing
candidates. These two combinations are the building blocks
of two families of designs having numbers of
slots/pole/phase (q) of 2/7 and 2/5, respectively. These two
combinations are appealing for several reasons including
the following: (1) they can support SL windings; (2) they
have high winding factor  values (0.966); (3) they
promise low cogging torque because of their high LCM(q,



2p) values; and (4) their net radial force values should be
zero because their K values are even.

In this section, the 12slot/14pole combination with SL
winding will be compared to the conventional distributed
winding with 1 slot/pole/phase (q = 1) which is often used
as the benchmark. The analysis will focus on series
connection but similar results can be achieved using either
series or parallel winding connections. This is expected
because the way the coils are connected is just a terminal
condition that should not affect the basic performance of
the machine. The analytical approach is based on winding
functions [25] that provide a very powerful and useful
technique for investigating these configurations.

The basic machine stator–rotor repeating unit of the
slots per pole per phase (SPP) = 2/7 family has 12 stator
slots and 14 rotor magnet poles. (Note that q and SPP are
both used to represent the slot/phase/pole parameter.) In
order to quantitatively explain why FSCW have potential
for improving the flux-weakening capabilities of SPM
machines, the 12slot/14pole SL design (SPP = 2/7) will be
compared to a distributed 42slot/14pole design (SPP = 1)
having the same rotor structure.

The phase “A” winding configuration of both designs is
shown in Figure 17.17. It can be seen that there is a
significant difference between the two designs. Over the 14
rotor poles, phase “A” of the 12slot/14pole design
(designated Winding 1) has two coils occupying 4 slots in
contrast to 7 coils occupying 14 slots in the case of the
42slot/14pole design (Winding 2).



Figure 17.17 Comparison of fractional-slot concentrated

(2/7 slot/pole/phase) and distributed full-pitch (1

slot/pole/phase) windings for one phase

The goal of this comparison is to show that, for the same
magnet flux linkage, the FSCW configuration provides
significantly higher phase inductance compared to the
distributed winding configuration. By increasing the
inductance, the characteristic current is decreased, making
it possible to achieve the conditions for optimum flux-
weakening operation.

17.10.1 Same magnet flux linkage

constraint

The first step is to impose the constraint of equal
synchronous component magnet flux linkage for both
windings. It is assumed that the 12slot/14pole concentrated
winding has N1 turns/coil while the 42slot/14pole
distributed winding has N2 turns/coil. Plots of the two
winding functions are provided in Figures 17.18 and 17.19.
All the coils are assumed to be connected in series.



Figure 17.18 Winding function of the 12slot/14pole

concentrated fractional-slot winding design (SPP =

2/7)

Figure 17.19 Winding function of the 42slot/14pole

distributed winding design (SPP = 1)

The magnet flux linkage can be calculated as follows
[25]:



where

 is the phase “A” magnet flux linkage [weber].
rg is the air gap radius [m].

 is the active length of the machine [m].
Na is the phase “A” winding function.
B is the air gap magnet flux density [tesla].
 is the angle along the circumference of the air gap

[mechanical degrees].

Since we are interested in the synchronous component
magnet flux linkage, only the fundamental component of
the B field is considered. It is assumed that both designs
have the same rotor structure as shown in Figure 17.16, so
the B field is the same in both designs, as follows:

where

Bmax is the peak fundamental air gap magnet flux
density [tesla].
p is the number of pole pairs.

Applying (17.28) and (17.29) to both windings leads to
the following:

For the 12slot/14pole winding,

where  is p/6, and Kw1 = 0.966 for q = SPP = 2/7 (Refer
to Table 17.2)

For the 42slot/14pole winding,



where  is p/7, and Kw1 = 1.0 for q = SPP = 1.
Equating (17.30) and (17.31) leads to the following

condition for same synchronous component magnet flux
linkage in both winding configurations:

17.10.2 Inductance calculations

The self- and mutual-phase inductances for the two
windings can next be calculated using the winding
functions [25]

where

 is the self-inductance of phase “A” [H].
 is the mutual inductance between phases “A” and

”B” [H].
 is the permeability of air [Henry/m].

g is the air gap thickness [m].
Ld is the d-axis inductance [11] =  [H].

The inductances can be evaluated for both windings:
For the 12slot/14pole FSCW,



For the 42slot/14pole distributed winding,

Combining (17.32), (17.36), and (17.38), the ratio of the
d-axis inductances for the two windings under the
constraint of equal magnet flux linkage can evaluated to be

This is a very important result because it indicates that
for the same magnet flux linkage, replacing a distributed
winding (SPP = 1) with a concentrated fractional-slot
winding (SPP = 2/7), increases the d-axis inductance by a
factor of 6.56. Consequently, the characteristic current of
the machine (Ich) is reduced by the same factor, making it
much more practical to satisfy the optimum flux-weakening
condition of Ich = IR.

It should be noted that the calculated inductances using
winding functions only represent the magnetizing and
harmonic leakage inductances. The slot leakage and end
leakage inductances are not included. It was also shown
later that FSCW offer major advantages for increasing the



slot leakage component of the machine inductance values
[35,36].

17.11 Losses in electrical machines

equipped with FSCW

One of the key challenges of using FSCW configurations is
the potentially significant increase in various loss
components. Such loss components include rotor losses,
end losses, and AC losses in the windings, among others.
This section will cover what has been done in literature in
terms of understanding, evaluating, and potentially
reducing these loss components.

17.11.1 Rotor losses

Rotor losses (including magnet losses, rotor core losses,
and sleeve losses in case of conductive sleeve) especially at
high speeds due to the various sub- and super-space
harmonic components inherent to FSCW configurations
that are not in synchronism with the rotor come at the top
of the list of challenges involved in using FSCW. The main
bulk of these losses are due to the subharmonics that can
penetrate fairly deep into the rotor.

Several authors investigated the rotor losses with
special focus on magnet losses. Effect of both
circumferential as well as axial segmentation has been
investigated. The effect of various slot/pole combinations
and number of phases on rotor losses has been
investigated. Losses in conductive retaining sleeves have
been investigated. Effect of methods for reducing sleeve
losses (including axial segmentation as well copper
cladding) has been investigated. This section will cover key
publications addressing the various aspects of rotor losses
in PM synchronous machines using FSCW.



An analytical model for calculating magnet losses in the
case of SPM machines was presented in [38]. This model is
powerful as it can account for the effect of peripheral
segmentation of the magnets. The model has been used to
evaluate examples of FSCW-SPM machines. This model has
been used in [39–41]. It was assumed that the stator
current is pure sinusoidal. In [39], it was used to calculate
the losses for modular surface PM designs that were
introduced in [10,42]. In [40,41], Ishak et al. used the
model to compare the eddy-current losses in the magnets
for both SL and DL winding configurations for both BLDC
and BLAC modes of operation. It was shown that the SL
winding induces higher eddy-current losses in the magnets
due to the higher special harmonic content. Also, it was
shown that the induced losses are higher in case of BLDC
operation due to the current time harmonic content. It was
shown that the effect of magnet curvature on the losses is
very small especially in the case of high number of poles. In
[43], the model was used to compare the losses for various
slot/pole combinations that can support FSCW.

In [44], a general method for evaluating the rotor losses
in three-phase FSCW-PM machines was proposed. The
effect of the various slot/pole combinations on the rotor
losses was investigated. A nonconductive retaining sleeve
was assumed.

In [45], a model for calculating eddy-current losses in
solid rotor back iron in FSCW-PM machines was presented.
Even though the model results did not match well with
experimental results, they concluded that the losses in a
solid rotor for this type of machines would be unacceptable.

In [46], the effect of axial segmentation on reducing the
magnet losses was investigated. A method that is
computationally faster compared to a full 3D FEA was
presented.

In [47], a method for calculating losses in conducting
retaining sleeves of FSCW-SPM machines was proposed.



They examined the effect of sleeve axial segmentation and
copper cladding on reducing the sleeve losses. They
evaluated the sleeve losses for various number of phases
and slot/pole combinations.

In [12], as previously mentioned, the effect of number of
phases on losses in conducting sleeves of FSCW-SPM
machines was examined. A rotor loss FOM was introduced
and evaluated for the various slot/pole combinations
covering the feasible design space for four-, five-, and six-
phase designs.

In [48], an optimal torque control strategy for fault-
tolerant PM brushless machines (equipped with FSCW) was
proposed. It has been shown that the adoption of a torque
control strategy to minimize torque ripple under open-
circuit and short-circuit fault conditions may lead to a
significant increase in the eddy-current loss in the PMs of
such machines.

In conclusion, rotor losses in FSCW-PM machines are
typically very significant (especially in the case of SL
winding) and the following measures are usually needed to
keep the rotor losses at an acceptable level:

1. Rotor back iron needs to be laminated
2. PMs need to be segmented typically on the peripheral

and/or axial direction
3. In case a retaining sleeve is needed, nonmetallic

sleeves, e.g., carbon fiber, should be used
4. In case of metallic sleeves, axial segmentation of the

sleeve and/or shielding (e.g., using copper cladding)
will be needed.

17.11.2 End losses

Most of the papers focused on losses in the active portions
of the machine. In [49], eddy-current losses in the rotor
clamping rings of an FSCW-PM machine were investigated.



The loss in rotor nonmagnetic shaft with the option of (i)
metallic, (ii) nonmetallic, and (iii) metallic with shielding
laminations was also estimated. The study is based on FEA.
Desirable slot/pole combinations for different number of
phases were investigated. Also, both SL and DL windings
were investigated. Experimental results for a three-phase
12 slot/10 pole IPM design (Figures 17.20 and 17.21) were
presented in detail. The results confirm that the losses in
the rotor clamping rings can be very significant in case of
FSCW machines and should not be overlooked during the
design phase (up to ~2kW of losses in case of metallic rotor
clamping rings).

Figure 17.20 Rotor with metallic and nonmetallic clamping

rings [49]



Figure 17.21 Measured and predicted losses at rated load

condition with metallic and nonmetallic clamping

rings and losses in metallic clamping rings [49]

In [50], the focus has been on losses in the support
structure including the frame, clamping rings (magnetic or
nonmagnetic), and end shields. Both SL and DL windings
have been analyzed. Also, the effect of different number of
phases has been investigated. As expected, SL windings
produce significantly higher losses compared to DL
windings. The lower-order space harmonics contribute
most to the losses. The main bulk of the losses are in the
end shields (ESs); that is why the axial clearance has a
significant impact on reducing the losses. Going to higher
number of phases could have a detrimental effect in terms
of increasing the losses or increasing the support-structure
size and weight along with other dynamics challenges.



17.11.3 AC losses in the windings

Another important loss component that has to be properly
accounted for in the case of FSCW (especially due to the
fact that most appealing slot/pole combinations have a
large number of poles and hence electrical frequencies) is
AC losses in the windings. In [51], AC armature losses in
FSCW-SPM machines designed for a wide CPSR operation
have been investigated. Key conclusions include the
following:

The number of winding layers does not have a
significant effect on the AC losses.
The magnet type has a significant effect on the AC
losses since it affects the machine effective air gap and
hence the slot leakage flux. As a result, machines using
bonded magnets are vulnerable to higher AC losses
than machines using sintered magnets.
Machines with lower pole numbers tend to have lower
AC losses compared to the machines belonging to the
same family but with higher pole numbers due to the
higher excitation frequencies in high-pole-number
machines.
Higher levels of magnetic saturation in the stator tooth
tips decreases the AC losses in the conductors because
the saturation tends to reduce the effective leakage flux
across the slot opening.
Terminal conditions (series vs. parallel connections) do
not have a significant effect on the AC losses provided
that the strand size and the current in each strand are
not changed.

In [52], thermal analysis of a segmented stator winding
design has been presented. A thermal model for a single
tooth was developed and supported by tests to identify key
heat transfer coefficients. A number of winding assemblies
were compared, and the most promising was selected for



the final motor prototype. The results from the approach
are compared with thermal test results from the complete
machine.

17.11.4 Loss reduction

In order to reduce losses in case of FSCW, some novel
winding configurations as well as other novel design
features have been proposed in literature. In [18], a novel
method for reduction in subharmonics for the FSCW by
using winding coils with different number of turns per coil
side has been presented. Using the proposed technique, the
specific subharmonics can be reduced without influencing
the working harmonic. The presented technique is available
for different m-phases FSCW. Simulation results showed
potentially significant reduction in eddy-current rotor
losses of more than 60%.

In [19], a new method is presented to simultaneously
reduce the sub- and super-harmonics of the 12slot/10pole
FSCW MMF. The method is based on doubling the number
of stator slots, using two identical winding systems
connected in series, and shifted to each other for a specific
angle, using stator core with different tooth width and/or
using different turns per coil for the neighboring phase
coils. It was shown that the new proposed winding topology
can have better performances compared to the standard
distributed winding. The complexity of winding is less than
that of a distributed winding but more than that of a tooth
winding. In this concept, the coil pitch is always two slot
pitches, which can greatly reduce the end winding length
compared to a distributed winding, while being able to
achieve better performance than the tooth windings.

In [20], a more general definition and approach for
stator shifting (that was presented in [19]) has been
presented. This paper investigated a method of cancelation
of harmonics in FSCW. The concept of stator shifting is



introduced and its effect on the machine performance in
terms of the power density, efficiency, torque ripple, and
flux-weakening performance was evaluated. It was shown
that the concept of stator shifting introduced in FSCW-IPM
machines is an effective way of improving the power
density and efficiency. The concept is shown to be effective
also in improving the saliency and the maximum
electromagnetic power available from the machine at
higher speeds. The final optimal shift angle is identified for
each configuration and depends on the slot/pole
combination chosen along with the number of layers.
Finally, the concept of stator shifting is seen to be more
effective in designs with a single subharmonic. In slot/pole
combinations with multiple subharmonics, the improvement
is curtailed by the effect of these harmonics. The key
novelty in the paper is that it explored the effect of shift
angle in more general way by scanning a wide range of
angles. The paper also highlighted the fact that once high-
speed operation under flux-weakening operation is taken
into consideration, this can affect the choice of the shift
angle in terms of maximizing efficiency at high speeds.
Even though an improvement in power density can be seen
in IPM machines due to the improvement in saliency, in
SPM machines, it is expected that the shifting would
reduce the harmonics and hence only reduce the rotor
losses but will simultaneously reduce the output power.

In [53], the introduction of nonmagnetic flux barriers in
the stator as a means of reducing or even canceling the
impact of the lower-order subharmonics has been
presented. The proposed geometry as well as the built
prototypes is shown in Figures 17.22 and 17.23. The
proposed flux barriers can also be combined with axial
cooling passages.



Figure 17.22 Geometry of proposed PM design with flux

barriers [53]

Figure 17.23 Prototype with flux barriers [53]

17.12 Fault tolerance

Fault tolerance is one of the key issues with PM machines
in general especially in safety-critical applications. The



main reason is that the PMs cannot be de-excited in case of
a fault especially in case of a generator that is coupled to a
prime mover that cannot be stopped or disconnected in
case of a fault, e.g., an aircraft engine.

The key fault-tolerance requirements have been
identified in literature as follows:

Complete electric isolation between phases
Implicit limiting of fault currents
Magnetic isolation between phases
Effective thermal isolation between phases
Physical isolation between phases
Higher number of phases.

These requirements can be met by using multiphase SL

FSCW where each phase is fed by a single-phase H-bridge

power converter. This section will cover the key papers
addressing fault tolerance in PM synchronous machines
using FSCW configurations.

In [54], some design considerations of fault-tolerant
synchronous motors, characterized by a fractional number
of slots per pole per phase, were presented. The first
advantage of this configuration is a smooth torque because
of the elimination of the periodicity between slots and
poles. The second one is a higher fault-tolerant capability
making the machine able to work even in faulty conditions.
However, the fractional-slot configuration presents a high
content of MMF harmonics that may cause unbalanced
saturation and thus unacceptable torque ripple levels. A
method to design fractional-slot motors was illustrated in
the paper, including DL and SL windings. The analytical
computation is extended to determine the harmonics of
MMF distribution. Their effect is highlighted in isotropic as
well as anisotropic motors. Finally, some considerations are
reported to avoid unsuitable configurations.



In [55,56], post-fault current control strategies of a five-
phase PM motor was presented. The analysis covers both
the open circuit of one and two phases and the short circuit
at the machine terminal of one phase. The proposed control
guarantees safe drive operation after any fault occurrence.
For the sake of generality, an analytical model has been
used to investigate the properties of each post-fault
strategy. The results are general, and they apply to PM
motor of any power rating. Simulations and experimental
results validate the theoretical predictions.

In general, five-phase fault-tolerant PM machines
received a lot of attention in literature. Among its key
advantages are high torque density, high controllability,
reliability, and smooth torque production in case of a fault.
Several papers addressed the various design aspects of
five-phase fault-tolerant PM machines, power converter
topologies as well as post-fault current control strategies
for different types of faults [57–59].

In [60], feasible slot and pole number combinations for
multiplex two-phase and three-phase fault-tolerant PM
machines were analyzed, and their relative merits via a
design case study were evaluated. An effective winding
short-circuit detection technique based on search coils
wound around the stator teeth was also presented, and its
performance was assessed. It was shown that the proposed
detection technique can reliably detect any type of short-
circuit fault under all load conditions.

In [61], a new approach for selecting pole and slot
numbers for fault-tolerant PM machines so that there is
inherently negligible coupling between phases (regardless
of other design detail) was presented. The preferred slot
and pole number combinations thereby help to ensure that
a fault in one phase does not undesirably affect the
remaining healthy phases. Other well-known criteria for
fault-tolerant operation, including high phase inductance,
also have to be met. It was demonstrated how particular



slot and pole combinations can be used to eliminate low
pole number armature MMF, thereby reducing the
vibration and stray loss present during normal operation.

In [62], the use of PM machine drives in high-
performance, safety-critical applications was examined.
Likely fault modes were identified, and machine designs
were developed for fault-tolerant operation, without
severely compromising the drive performance. Fault
tolerance was achieved by adopting a modular approach to
the drive, with each phase electrically, magnetically,
thermally, and physically independent of all others. Power
converter requirements were discussed and methods for
controlling a faulted phase developed to minimize the
impact of a machine or power converter fault.

In [63], the design of a fault-tolerant PM drive based on
a 16 kW, 13,000 rev/min, six-phase aircraft fuel pump
specification was discussed. A “proof of concept”
demonstrator was built and tested, and key parameters
were measured. A novel current controller with near-
optimal transient performance was developed to enable
precise shaping of the phase currents at high shaft speeds.
A list of the most likely electrical faults was considered.
Fault detection and identification schemes are developed
for rapid detection of turn-to-turn faults and power device
short-circuit faults. Post-fault control strategies were
described, which enable the drive to continue to operate
indefinitely in the presence of each fault. Finally, results
showed the initially healthy drive operating up to, through
and beyond the introduction of two of the more serious
faults.

In [64], the design and testing of an aircraft electric fuel
pump drive were discussed. The drive is a modular, four-
phase, fault-tolerant system, which is designed to meet the
specification with a fault in any one of the phases. The
motor employed has a PM rotor with the magnets arranged
in a Halbach array to maximize the air gap flux density



(Figures 17.24 and 17.25). Exceptionally high electric
loadings are obtained by flooding the entire motor with
aircraft fuel, which acts as an excellent cooling agent.
Theoretical results are compared with test results gained in
conditions approaching those found in an aircraft. Tests are
carried out on the healthy drive and with one of several
fault scenarios imposed. The electrical and thermal
performance of the drive is assessed, showing how the
flooded fuel cooling has excellent performance without
introducing significant drag on the rotor.

Figure 17.24 Four-phase stator [64]



Figure 17.25 Six-pole rotor Halbach array [64]

In [65], the design of a fault-tolerant electric motor for
an aircraft main engine fuel pump was discussed. The
motor in question is a four-phase fault-tolerant motor with
separated windings and a six-pole PM rotor. Methods of
reducing machine losses in both the rotor and stator were
introduced and discussed. The methods used to calculate
rotor eddy-current losses were examined. Full three-
dimensional finite-element (FE) time stepping, two-
dimensional (2-D) FE time stepping, and 2-D FE harmonic
methods were discussed, and the differences between them
and the results they produce were investigated.
Conclusions were drawn about the accuracy of the results
produced and how the methods in question will help the
machine designer.

Figure 17.26 shows a fault-tolerant inside–out PM
generator [66]. This machine was one of the first PM
machines designed targeting primary generation in
aerospace (to be embedded inside the engine). The key
machine characteristics include. As can be seen, the
machine was equipped with SL FSCW. The machine has
many unique design details that are included in [66]. A
turn–turn fault was introduced, and it was shown that the



fault can be detected quickly enough (within 13 ms) and a
mitigation scheme applied to reduce fault current from 650
A down to 20 A. This machine pushed the state of the art in
terms of PM-fault-tolerant machines, power density, and
reliability.

Figure 17.26 Inside–out embedded PM generator [66]

Since the machine phase inductance plays a key role in
determining the machine fault currents as well as coupling
between the various phases and hence fault tolerance,
accurate calculation of the inductance during the design
phase is critical. In [67–69], Zhu et al. presented an
accurate method for calculating inductances of SPM
machines with special focus on FSCW configurations.

17.13 Comparison of SPM versus IPM

Even though initially most of the work done on FSCW
focused on SPM machines, there has been growing interest
and a lot of work was done assessing the use of IPM
machines equipped with FSCW. The hope was that FSCW-
IPM machines will combine the benefits of the FSCW
previously mentioned in addition to the benefits of an IPM
rotor in terms of potentially reducing magnet content as
well as easier magnet retention compared to SPM



machines. This section will focus on the key papers that
provided comparison between IPM and SPM machines with
FSCW configurations. Table 17.8 provides a high-level
comparison of SPM versus IPM machines equipped with
FSCW.

Table 17.8 Comparison of SPM versus IPM machines

equipped with FSCW

SPM IPM

Stator

structure

Can be

segmented or

continuous

laminations

Can be segmented or

continuous laminations

Magnet

retention

Metallic or

nonmetallic

sleeves

Bridges and/or center posts

Flux

weakening

FSCW significantly

improves flux-

weakening

capability

Has inherent good flux-

weakening capability

Fault

tolerance

Improved fault

tolerance with

FSCW

Improved fault tolerance with

FSCW

Rotor

losses

Concentrated in

retaining sleeve

(if metallic) and

PMs

Concentrated in rotor

laminations and areas of PMs

closest to air gap

Reluctance

torque

Almost no

reluctance torque

Reduced reluctance torque

when equipped with FSCW

compared to distributed

windings

In [70], a comparison of FSCW-SPM and FSCW-IPM
servomotors was presented. Points of comparison included



cogging torque, torque ripple, overload capability, and flux-
weakening capability.

In [71,72], the performance of FSCW for low-speed
applications was investigated. Comparison of cogging
torque, ripple torque, and back EMF for various slot/pole
combinations for both SPM and IPM was presented. They
concluded that smooth torque production is possible with
such winding configurations.

In [73], a comparative analysis and test results
performed on three IPM machine designs using FSCW with
different saliency ratios was presented. The goal was to
identify the flux distribution and thus iron loss effects of
using FSCW in order to determine the best rotor
configuration for the next generation compressor motor for
the 42 V car air-conditioning system. It was shown that
using FSCW makes the motor more susceptible to iron
losses at high speeds. Hence, in order to achieve high
efficiency at high speeds, an IPM machine with low q-axis
inductance is appropriate as it can reduce iron losses at
high speeds. Also, it was shown that using rectangular
wires instead of conventional round wires reduces the end-
coil region by 15%, and a higher slot fill factor can be
achieved. It was shown that using an improved stator tooth
configuration where the air gap is larger at the high stress
points helps in reducing the vibrations and noise in the
machine.

In [74], a comparative analysis of vibration and noise
production in surface PM machines and IPM machines
equipped with FSCW was presented. A method for reducing
the vibrations and noise was proposed by shaping the
stator teeth in order to vary the air gap thickness. It was
shown that the noise in IPM machines is larger than in
surface PM machines. Also, it was shown that the proposed
noise reduction method is less effective in the case of IPM
machines.



In [75], a comparison between three various rotor
structures for a starter/alternator used in a hybrid vehicle
and equipped with FSCW was presented. The goal was to
achieve high torque density and high efficiency. The three
rotor structures under consideration are surface-mounted
inset radial and inset tangential PM designs. It was shown
that the surface-mounted structure is the most effective in
reducing torque ripple.

In [76], the cogging torque reduction in IPM machines
in both cases of full pitch overlapping windings and FSCW
was investigated. It was shown that by appropriately
adjusting the pole-arc to pole-pitch ratio, the optimum ratio
for cogging torque minimization that was derived for SPM
machines is equally applicable in the case of IPM machines.
It was also shown that the cogging torque in case of the
FSCW is almost half that in the case of full pitch
overlapping windings.

In [77], a detailed comparison of the high-speed
operating characteristics of four synchronous PM machines
for applications that require wide CPSR was presented.
These machines include SPM machines with both
distributed windings and FSCW, and two IPM machines
with distributed windings. These two versions of the
interior PM machine include one with a tight constraint on
the machine’s back-EMF voltage at top speed and one
without this constraint. The target application is an
automotive direct-drive starter/alternator requiring a very
wide 10:1 CPSR. Detailed comparisons of the performance
characteristics of the machines were presented that include
important issues such as the back EMF at top speed,
machine mass and cost, and eddy-current losses in the
magnets. Analytical results were verified using FEA.
Guidelines were developed to help designers decide which
type of machine is most suitable for high-CPSR
applications. Tradeoffs associated with choosing each of
these machines were presented.



In [78], a thorough comparison of the converter
performance characteristics of three types of synchronous
PM machines [77] was presented. Detailed comparisons of
the converter performance below and above the base speed
were presented. Comparisons include important issues
such as the converter switching and conduction losses,
output ripple current, PWM copper and core losses, DC-link
current ripple, and bearing currents.

In [79], a comparison of IPM and SPM machines
equipped with FSCW and designed for a wide CPSR was
presented (Figures 17.27–17.30]). It was shown that both
machines can provide high performance and meet several
of the very challenging FreedomCar 2020 specifications for
traction motors. Two machines, one IPM and the other
SPM, were designed to meet these specifications. The
analytical and experimental results for both machines have
been compared and the design tradeoffs have been
highlighted. Based on the test results of the prototype
machines built to date, the 30kW/55 kWpeak, 2,800-
14,000-rev/min advanced IPM- and SPM-FSCW machine
architectures achieve significant improvements in full-load
power density and efficiency compared to the state-of-the-
art machines.



Figure 17.27 Stator of FSCW-IPM design [79]



Figure 17.28 Stator of FSCW-SPM design [79]



Figure 17.29 Rotor of FSCW-IPM design [79]



Figure 17.30 Rotor of FSCW-SPM design [79]

17.14 Axial-flux, tubular, and flux-

switching machines

The main focus so far has been on radial-flux FSCW-PM
machines. Over the last decade, there has been growing
interest in other types of PM machines equipped with
FSCW. This section will cover the key papers addressing
the use of FSCW in other types of machines mainly axial-
flux, tubular, and flux-switching machines.

In [80], the design and construction of an axial-flux PM
machine (in which the teeth are manufactured from
compacted insulated iron powder and the core back is
formed from a strip-punched lamination formed, into a
circle to grip the teeth) was presented. This new method of
construction overcomes the problems associated with
punching and winding axial-flux machines formed using
index-punched spirally wound laminations (the current



state of the art). The construction has been shown to be
mechanically stable and rather simple to manufacture. As
well as production advantages it offers very high fill factor
coils, which can significantly enhance the performance of
this type of machine. In [81,82], the design and control of a
fault-tolerant seven-phase axial-flux PM machine have been
presented.

In [83], an innovative inverter topology for supplying an
axial-flux PM machine using FSCW was presented This new
topology permits shaping of the inverter output current
waveform to be suitably adjusted with respect to the
machine back-EMF waveform. This is done by adding a
fourth leg or branch to the inverter devoted to controlling
the voltage of the neutral point. Improvements in the
average torque production have been shown and verified
experimentally.

In [84], issues that are pertinent to the design of a linear
PM generator for application in a free-piston energy
converter were discussed. To achieve the required high
power density, high efficiency, and low moving mass, a
tubular machine equipped with a modular stator winding
and a quasi-Halbach magnetized armature is employed. It
was shown that the machine design could be optimized
with respect to three key dimensional ratios while
satisfying other performance requirements. It was also
shown that, when the generator is interfaced to an
electrical system via a power electronic converter, both the
converter volt-ampere rating and the converter loss should
be taken into account when optimizing the machine design.
The performance of such a tubular generator is
demonstrated by measurements on a ten-pole/nine-slot
prototype machine.

In [85,86], analytical models for calculating the various
loss components (both on the stator and rotor sides) of
tubular modular PM machines were presented.



Another family of machines that continues to have
growing interest in literature is the flux-switching/reversal
PM (FSPM) machines. There have been a large number of
publications addressing different variants as well as design
and analysis aspects of FSPM machines. At a high level,
this type of machines is comparable to doubly salient PM
machines [87]. They have been investigated for various
applications [88–90]. Fault-tolerant flux-switching PM
machines have been investigated. The same concepts
previously covered can be applied to this type of machines
including the multiphase approach [91,92].

17.15 Induction machines

After the extensive work that has been done in the area of
FSCW PM over the past decade or so, it was a logical step
to evaluate the potential of FSCW in other types of
machines especially IMs that are still considered the main
workhorse for several applications.

In [93], this was the first attempt to quantitatively
address the tradeoffs involved in using FSCW in IMs. It
focused on squirrel-cage IMs. Based on the analysis results
presented, the traditional distributed lap winding is proven
to be superior to FSCW in terms of torque production and
rotor bar losses for IM applications. The 1/2 SPP shows
some promising results in terms of torque production, in
addition to significant reduction and simplification of end
turns with lower number of coils albeit with more turns/coil
(12 slots vs. 48 slots). The penalty is the additional rotor
bar losses due to the second and fourth harmonic MMF
components. The 2/5 SPP is not promising for torque
production. The transient simulation results that
simultaneously take into account the effects of all space
harmonics and magnetic saturation showed comparable
trends compared to the harmonic analysis results. It has



also been shown that FSCW tend to have higher torque
ripple compared to distributed windings.

In [94], the analysis, design, and tests of a wound-rotor
FSCW IM have been presented. An air gap analytical model
has been used to evaluate the various slot/pole
combinations as well as the number of poles. Higher
number of layers (more than two) have been evaluated on
both the stator and rotor side. Both two- and four-layer
machine prototypes have been built and tested. It has been
shown that the four-layer winding exhibits better
performance compared to the two-layer one. This is kind of
expected due to the reduction in some of the harmonics.
Even though the torque ripple is lower compared to the 2
layers, it was still fairly high. This paper showed that
potentially there is a path to use FSCW with low-speed high
pole-count IM.

17.16 Parasitic effects

Parasitic effects such as noise, vibration, unbalanced
magnetic forces, and torque ripple are always a concern
when designing electrical machines. These parasitic effects
can potentially be higher in FSCW-PM machines due to the
additional harmonic contents This section covers sample
key papers addressing the parasitic effects in FSCW-PM
machines with special focus on vibrations.

In [95], a method for predicting the electromagnetic
vibration of PM brushless motors having a fractional
number of slots per pole was presented. The method has
been validated experimentally. The method has been used
to predict the vibration of PM brushless motors having
different fractional slot/pole number combinations

In [96,97], the radial force density harmonics and
vibration characteristics of three-phase modular PM BLDC
machines (in which, the coils that belong to each phase are
concentrated and wound on adjacent or alternative teeth)



were analyzed. It was shown that, due to the presence of a
large number of low- and high-order space harmonic
MMFs, it is more likely that low-frequency modes of
vibration are excited in modular machines. Consequently,
modular machines are more susceptible to low-frequency
resonant vibrations. Experimental results validated the
analysis and its findings.

In [98], a general analytical model, formulated in 2-D
polar coordinates, to predict the unbalanced magnetic
force, which results in PM BLAC and BLDC machines
having a diametrically asymmetric disposition of slots and
phase windings was developed. It is shown that the
unbalanced magnetic force can be significant in machines
having a fractional ratio of slot number to pole number,
particularly when the electric loading is high. The
developed model is validated by FE calculations on nine-
slot/eight-pole and three-slot/two-pole machines. In
addition, the unbalanced magnetic force has been
measured on a prototype three-slot/two-pole machine and
shown to be in excellent agreement with predicted results.

In [99], the increase in parasitic effects in FSCW-PM
machines was investigated. This includes ripple torque,
alternating magnetic fields in the rotor, unbalanced radial
forces, and magnetic noise. This paper describes the
reasons for the parasitic effects, in which machine
topologies are particularly sensitive, and suggests
measures in order to reduce their importance. Both
traditional and modular concentrated windings are
analyzed, as well as DL and SL windings. Measurements on
a prototype motor and three commercial servomotors have
demonstrated that modular motors are favorable regarding
ripple torque minimization.

17.17 Commercial applications and

future evolution of research



FSCW-PM machines are used in various commercial
applications. This is mainly due to the various advantages
covered in the previous sections. This section will provide a
sample of the commercial applications where FSCW-PM
machines are used.

One of the key areas where FSCW have been
significantly adopted is electrical machines for hybrid and
electrical vehicles (HEV/EV). The first example is the
segmented stator structures with FSCW of the various
Honda designs. These designs have significantly high slot
fill factor. They use the more traditional 0.5
slot/pole/phase, which has relatively low winding factor of
0.866. The Honda Insight machine is an SPM while the
Accord machine is an IPM [6]. Another example is the
starter/alternator that was developed by ZF Sachs [8] and
shown in Figure 17.10. This design has a plug-in tooth
segmented stator structure as previously mentioned. This
design is equipped with 2/7 slot/pole/phase, which has
high winding factor (0.933 for DL and 0.966 for SL). The
key challenge with this winding configuration is the high
rotor losses due to the dominant sub- and super-space
harmonic components.

Figure 17.31 shows the stator of a Toyota/Aisin FSCW-
PM traction motor that was exhibited at EVS 22 (Electric
Vehicle Symposium) in Yokohama, Japan [100]. Another
good example is the Prius 2010 generator shown in Figures
17.32 and 17.33 [101]. The full dimensions and ratings of
this machine can be found in [101]. Another key example is
“Motor A” in the Chevy Volt’s Voltec 4ET50 electric drive
system. This machine is mainly used as a generator. This is
an FSCW-IPM machine with 24 stator slots and 16 rotor
poles (1/2 SPP). The machine has a segmented stator
structure as shown in Figures 17.20 and 17.21 and an IPM
rotor as shown in Figures 17.34–17.36. More details about
this machine can be found in [102].



Figure 17.31 Toyota/Aisin motor [100]

Figure 17.32 Prius 2010 FSCW-PM generator [101]



Figure 17.33 Cutout of the Prius 2010 FSCW-PM generator

stator winding [101]

Figure 17.34 One-tooth assembly of the Voltec motor A

[102]



Figure 17.35 Machine A assembly diagram [102]

Figure 17.36 Machine A rotor with the end ring removed to

show the magnet arrangement [102]

FSCW-PM machines are also used in home appliances.
Whirlpool has commercially made available an inside–out
FSCW-PM machine that is used in a washing machine
application [6]. FSCW-PM machines are also used in air-
conditioning systems. Panasonic has an FSCW-IPM air-
conditioner scroll compressor pump motor [6].



FSCW-PM machines are also being considered and
evaluated for a wide range of applications, including ship
propulsion, wind generators (there are already FSCW-PM
wind generators commercially available especially for
offshore wind), ocean wave generators, and aerospace
applications. FSCW-PM machines are particularly a good fit
for marine propulsion and wind applications. Since these
are high-torque, low-speed applications, they lend
themselves to a higher number of poles, which is suitable
for FSCW. Also, since they are low-speed applications, the
higher rotor losses due to FSCW are more manageable
compared to high-speed applications.

17.18 Summary

Fractional-slot concentrated-wound AC machines have
undergone intensive research and development recently
due their compactness, ease of manufacturing and
maintenance, and low cost compared to conventional AC
machines. Many new applications in appliances, electric
traction, and aerospace industries are already possible.
These machines pose some control challenges due to the
high number of poles, which can be taken advantage of in
gearless drives, and the non-sinusoidal nature of its stator
MMF. This chapter is focused on the design and
performance aspects of the fractional-slot concentrated-
wound machines.

List of symbols

S Number of slots
p Number of pole pairs
GCD Greatest common divisor
q Number of slots per pole per phase
Kw1 Synchronous component winding factor



Number of layers in each slot (1 or 2)
Number of turns around each tooth
Number of slots
Peak value of the no load air gap flux density
Air gap area
Peak phase current
Net phase hth-order harmonic EMF component in per-
unit (phasor sum)
hth-Order harmonic EMF component phasor in per-
unit (p.u.) of the winding element “i” that belongs to
this specific phase

Q Total number of winding elements
Winding function of the hth-order harmonic
component
Amplitude of the hth-order harmonic component of the
actual winding function for the winding of interest
Amplitude of the hth-order harmonic component of the
base rectangular winding function
Distribution factor for the hth-order harmonic
component

q Number of slots/pole/phase

b
Numerator of the fraction that fixes the number of
slots/pole/phase

c
Denominator of the fraction that fixes the number of
slots/pole/phase

d Number representing the difference between two slots

P
Number of full pole pitches between two adjacent
slots
Pitch factor for the hth-order harmonic

W Coil width
Pole pitch
Synchronous winding factor

Ψm RMS flux-linkage due to the permanent magnets



Phase “A” magnet flux linkage
rg Air gap radius

Active length of the machine
Na Phase “A” winding function
B Air gap magnet flux density

Angle along the circumference of the air gap
BmaxPeak fundamental air gap magnet flux density
p Number of pole pairs

Self inductance of phase “A”
Mutual inductance between phases “A” and ”B”
Permeability of air

g Air gap thickness
Ld d-Axis inductance

Glossary of terms

Fractional-slot

concentrated

windings

(FSCW)

It is a winding concentrated around one
tooth, so it does not have overlap between
the various coils and phases in the end
region

Flux

weakening

Reduction in main field flux of permanent
magnets

Axial-flux

machine

The magnetic flux passes the stator or rotor
parallel to the shaft axis
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